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Notices

This information was developed for products and services offered in the U.S.A.
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Preface

This IBM® Redbook provides an introduction to Advanced POWER™
Virtualization on IBM System p5™ servers.

The Advanced POWER Virtualization feature is a combination of hardware and
software that supports and manages the virtual I/O environment on POWER5™
and POWERS5+™ systems. The main technologies are:

» Virtual Ethernet

» Shared Ethernet Adapter

» Virtual SCSI Server

» Micro-Partitioning™ technology

» Partition Load Manager

The primary benefit of Advanced POWER Virtualization is to increase overall

utilization of system resources by allowing only the required amount of processor
and I/O resource needed by each partition to be used.

This redbook is also designed to be used as a reference tool for system
administrators who manage servers. It provides detailed instructions for:

» Configuring and creating partitions using the HMC

v

Installing and configuring the Virtual 1/0O Server

v

Creating virtual resources for partitions

v

Installing partitions with virtual resources

While the discussion in this IBM Redbook is focused on IBM System p5
hardware and the AIX® 5L™ operating system (and it also applies to IBM
eServer™ p5 systems), the basic concepts can be extended to the i5/0S® and
Linux® operating systems as well as the IBM System i™ and platform and
OpenPower™ editions.

A basic understanding of logical partitioning is required.

This publication is an update of the IBM Redbook Advanced POWER
Virtualization on IBM System p5, SG24-7940 that was published December
2005. It contains the enhancements in Virtual 1/0 Server Version 1.3, as well as
expanding on key topics.
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Summary of changes

This section describes the technical changes made in this edition of the this
publication. This edition may also include minor corrections and editorial
changes that are not identified.

Summary of Changes

for SG24-7940-02

for Advanced POWER Virtualization on IBM System p5
as created or updated on July 18, 2007.

January 2007, Third Edition

This revision reflects the addition, deletion, or modification of new and changed
information described below.

New information
The following is a list of the major enhancements with this edition:

» The Summary of changes section was added after the Preface.
» Chapter 1, “Introduction” on page 1

— 1.6, “The value of the Advanced POWER Virtualization” on page 16 is a
condensed version of the old Chapter 2. Therefore, the following Chapter
numbers are a value of 1 less than the last edition.

» Chapter 2, “Virtualization technologies on System p servers” on page 19
— New features in Version 1.3 of the Virtual /0O Server.
— Additional information for Virtual SCSI optical devices.

» Chapter 3, “Setting up the Virtual I/O Server: the basics” on page 117

— General refresh of installation and client dialogs to reflect window
changes.

» Chapter 4, “Setting up virtual I/O: advanced” on page 181

— Added 4.5, “Scenario 4: Network Interface Backup in the client” on
page 234.

» Chapter 5, “System management” on page 257

— Additional information about Hot Plugging adapters with respect to Fibre
Channel.
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— Additional information about the topas command.

— New monitoring commands included in 5.5.6, “New monitoring commands
on the Virtual 1/0 Server’ on page 343.

— A new section on security: 5.7, “Security considerations for Virtual /O
Servers” on page 358.

Changed information
The following is a list of the minor changes throughout this edition:

» General changes to better use the IBM System p5 brand.
» Removal of Chapter 2, now summarized in Chapter 1.

» Removal of Appendix A and Appendix B, two topics that are better covered in
other publications.

» Updated screen captures and command output to reflect newer software
levels.
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Introduction

The first edition of the Advanced POWER Virtualization on IBM System p5,
SG24-7940 was published over two years ago. Since that time, IBM and its
partners have gained considerable experience with the technology and have
received feedback from clients on how they are using virtualization in the field.
This third edition takes the lessons learned over the past year to build on the
foundation work of the first version of the redbook. The result is the IBM Redbook
in your hands, a comprehensive re-write of the initial work, and an enhancement
of the second edition.

This publication targets virtualization novices as well as those that have already
experimented with the technology. It is written in a hands-on style to encourage
you to get started. This latest edition enriches the basic virtualization scenarios of
the first and extends them to include some of the more advanced configurations,
in particular for improving availability, using the Partition Load Manager,
performing administration tasks, and monitoring system resources.

The remainder of this chapter provides a short overview of the key virtualization
technologies. Chapter 3, “Setting up the Virtual I/O Server: the basics” on

page 117 covers the foundation technologies in detail as well as the new Virtual
I/O Server Version 1.3 features. An understanding of this chapter is required for
the remainder of the book. Chapter 4, “Setting up virtual I/O: advanced” on
page 181 covers initial partition configurations while Chapter 4, “Setting up
virtual I/O: advanced” on page 181 looks at more complex setups such as
SAN-attached storage and multiple Virtual I/0 Servers. Chapter 5, “System
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management” on page 257 discusses system administration and the new
monitoring tools and the last chapter. Chapter 6, “Partition Load Manager” on
page 371 shows how to automate the management of resources using PLM. So
read on...
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1.1 Virtualization on IBM System p5

The IBM System p5 Virtualization system technologies available on the
POWERS5 processor-based System p5 servers are described in this section.

1.1.1 POWER Hypervisor

The POWER Hypervisor™ is the foundation for virtualization on a System p5
server. It enables the hardware to be divided into multiple partitions, and ensures
strong isolation between them.

Always active on POWER5-based servers, the POWER Hypervisor is
responsible for dispatching the logical partition workload across the physical
processors. The POWER Hypervisor also enforces partition security, and can
provide inter-partition communication that enables the Virtual I/O Server’s virtual
SCSI and virtual Ethernet function.

1.1.2 Simultaneous multithreading (SMT)

Enhancements in POWERS5 processor design allow for improved overall
hardware resource utilization. SMT technology allows two separate instruction
streams (threads) to run concurrently on the same physical processor, improving
overall throughput.

1.1.3 LPAR and shared-processor partitions

A Logical Partition (LPAR) is not constrained to physical processor boundaries,
and may be allocated processor resources from a shared processor pool. An
LPAR that utilizes processor resources from the shared processor pool is known
as a Micro-Partition LPAR.

The percentage of a physical processor that is allocated is known as processor
entitlement. Processor entittement may range from ten percent of a physical
processor up to the maximum installed processor capacity of the IBM System p5.
Additional processor entitlement may be allocated in increments of one percent
of a physical processor.

1.1.4 Dynamic reconfiguration

It is possible to dynamically move system resources, physical processors, virtual
processors, memory, and I/O slots, between partitions without rebooting. This is
known as dynamic reconfiguration or dynamic LPAR.
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1.1.5 Virtual LAN

A function of the POWER Hypervisor, Virtual LAN allows secure communication
between logical partitions without the need for a physical I/O adapter. The ability
to securely share Ethernet bandwidth across multiple partitions increases
hardware utilization.

1.1.6 Virtual I/0

Virtual 1/0O provides the capability for a single physical I/O adapter and disk to be
used by multiple logical partitions of the same server, allowing consolidation of
I/O resources and minimizing the number of I/O adapters required.

1.1.7 Capacity Upgrade on Demand

There are multiple Capacity Upgrade on Demand (CUoD) possibilities offered,
including:

» Permanent Capacity Upgrade on Demand
Enables permanent system upgrades by activating processors or memory.
» On/Off Capacity Upgrade on Demand

Usage based billing that allows for activation and deactivation of both
processors and memory as required.

» Reserve Capacity Upgrade on Demand

Prepaid agreement that adds reserve processor capacity to the shared
processor pool, which is used if the base shared pool capacity is exceeded.

» Trial Capacity Upgrade on Demand

Partial or total activation of installed processors or memory for a fixed period
of time.

1.1.8 Multiple operating system support

The POWERS5 processor based System p5 products support IBM AIX 5L Version
5.2 ML2, IBM AIX 5L Version 5.3, i5/0S, and Linux distributions from SUSE and
Red Hat.

1.1.9 Integrated Virtualization Manager

The Integrated Virtualization Manager (IVM) is a hardware management solution
that inherits the most basic of Hardware Management Console (HMC) features
and removes the requirement of an external HMC. It is limited to managing a
single System p5 server. IVM runs on the Virtual /0 Server Version 1.3.
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1.2 RAS of virtualized systems

As individual System p5 systems become capable of hosting more system
images, the importance of isolating and handling outages that might occur
becomes greater. Hardware and operating system functions have been
integrated into the system design to monitor system operation, predict where
outages may occur, isolate outage conditions that do occur, then handle the
outage condition, and when possible, continue operation. IBM reliability,
availability, and serviceability (RAS) engineers are constantly improving server
design to help ensure that System p5 servers support high levels of concurrent
error detection, fault isolation, recovery, and availability.

1.2.1 Reliability, availability, and serviceability

The goal of the RAS is to minimize outages. This section highlights specific RAS
capabilities introduced or enhanced in the System p5 products.

Reducing and avoiding outages

The base reliability of a computing system is, at its most fundamental level,
dependent upon the intrinsic failure rates of the components that comprise it.
Highly reliable servers are built with highly reliable components. The System p5
servers allow for redundancies of several system components and mechanisms
that diagnose and handle special situations, errors, or failures at the component
level.

System surveillance

Fault detection and isolation are key elements of high availability and serviceable
server design. In the System p5 systems, three elements, the POWER
Hypervisor, service processor, and Hardware Management Console (HMC),
cooperate in detecting, reporting, and managing hardware faults.

Service processor

The service processor enables POWER Hypervisor and Hardware Management
Console surveillance, selected remote power control, environmental monitoring,
reset and boot features, and remote maintenance and diagnostic activities,
including console mirroring. On systems without an HMC, the service processor
can place calls to report surveillance failures with the POWER Hypervisor, critical
environmental faults, and critical processing faults.
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The service processor provides the following services:
» Environmental monitoring
» Mutual surveillance with the POWER Hypervisor

» Self protection for the system to restart it from unrecoverable firmware error,
firmware hang, hardware failure, or environmentally induced failure.

» Fault monitoring and operating system notification at system boot

POWER Hypervisor RAS

Elements of the POWER Hypervisor are used to manage the detection and
recovery of certain errors. The POWER Hypervisor communicates with both the
service processor and the Hardware Management Console.

Predicting failures

IBM has implemented a server design called First Failure Data Capture (FFDC)
that builds-in thousands of hardware error check stations that capture and help to
identify error conditions within the server and enable System p5 systems to
self-diagnose and self-heal. Each of these checkers is viewed as a diagnostic
probe into the server, and when coupled with extensive diagnostic firmware
routines, allows assessment of hardware error conditions at runtime.

Because of the first failure data capture technology employed in the System p5
systems, the need to recreate diagnostics for CEC failures has been greatly
reduced. The service processor working in conjunction with the FFDC
technology provides the automatic detection and isolation of errors without
having to recreate the failure. This means that errors will be correctly detected
and isolated at the time of the failure occurrence.

Improving service

The HMC software includes a wealth of improvements for service and support,
including automated install and upgrade, and concurrent maintenance and
upgrade for hardware and firmware. The HMC also provides a Service Focal
Point for service receiving, logging, tracking system errors and, if enabled,
forwarding problem reports to IBM Service and Support organizations.

For the System p5 systems, components such as power supplies, fans, disks,
HMCs, PCI adapters, and devices can be repaired while powered on. The HMC
supports many new concurrent maintenance functions in System p5 systems.

Firmware on the System p5 systems is planned to be released in a cumulative
sequential fix format for concurrent application and activation. The objective is
that the majority of firmware updates will be able to be installed and activated

without having to power cycle or reboot the system.
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For more information about System p5 systems RAS, refer to the whitepaper IBM
System p5: a Highly Available Design for Business-Critical Applications, available
at:

http://www.ibm.com/servers/eserver/pseries/Tibrary/wp_Tit.html

For information about service and productivity tools for Linux on POWER, refer
to:

http://techsupport.services.ibm.com/server/lopdiags

1.2.2 Availability and serviceability in virtualized environments

In partitioned environments where more business-critical applications are
consolidated on different operating systems with the same hardware, additional
availability and serviceability is needed to ensure a smooth recovery of single
failures and allow most of the applications to still be operative when one of the
operating systems is out of service. Furthermore, high availability functions at the
operating system and application levels are required to allow for quick recovery
of service for the end users.

In the System p5 systems, there are several mechanisms that increase overall
system and application availability by combining hardware, system design, and
clustering.

Dynamic processor deallocation and sparing

The POWER Hypervisor will deallocate failing processors and replace them with
processors from unused CUoD capacity, if available.

Memory sparing

If, during power-on, the service processor identifies faulty memory in a server
that includes CUoD memory, the POWER Hypervisor will replace the memory
with unused memory in the CUoD pool. If there is no spare memory, the POWER
Hypervisor will reduce the capacity of one or more partitions. On the IBM System
p5 Models 590 and 595, memory sparing will substitute unused CUoD memory
for all general memory card failures. On the IBM System p5 Model 570, memory
sparing will substitute CUoD memory for up to one memory card failure.

Check with your IBM representative for the availability of this function on IBM
System p5 servers.
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Adapter sparing

Adapter sparing can be achieved by maintaining a set of recovery PCl adapters
as global spares for use in DR operations in the event of adapter failure. Include
in the configuration the recovery PCI adapters in different partitions of the
system, including Virtual I/O Servers so that they are configured and ready for
use.

Redundant Virtual I/O Servers

Since an AIX 5L or Linux partition can be a client of one or more Virtual I/O
Servers at a time, a good strategy to improve availability for sets of AIX 5L or
Linux client partitions is to connect them to two Virtual /0O Servers. One key
reason for redundancy is the ability to upgrade to the latest Virtual 1/O Server
technologies without affecting production workloads. This technique provides a
redundant configuration for each of the connections of the client partitions to the
external Ethernet network or storage resources. This IBM Redbook discusses
these configurations.

Figure 1-1 shows some of the mechanisms used to improve the availability and
serviceability of a partitioned System p5 server.

Global spares for improved availability

@server p5 system
/ < System redundancy
JcPU 2.9 PU unused in "4 PClI Slots - Power supplies and fans
4GB " shared pool unassigned E'IRrX?Er)nfl g|s1k6<,) external storage
CUoD 5 GB unassigned , 5,
- Redundant Ethernet, LAN
aggregation
E%ezvngjU E%e';"gr P2U E%eg'g’ F?U - Redundant disk adapters
: : : - Redundant service processor
2l.2 GB 3.2GB 2.2GB (p570, p590, p595)
i Server 4 - Redundant system clock (p590,
3 CPU p595)
5.8 GB
LPAR redundancy
i L) - Multiple physical or virtual CPUs
e (N+1 CPUs at OS level)
ﬁ ﬁ - Memory spread across the system

-OS mirror and Multipath 10

‘ Sparing pool
‘ ‘ - CUoD and unassigned processors
(dynamic sparing)
‘ - Redundant Bit-steering for
memory (dynamic sparing)
- CUoD and unassigned memory
[_] Ethemet (IPL or manual sparing)
Fiber Channel - Unassigned PCI slots (manual
adapter sparing)

Figure 1-1 Redundant components in a virtualized system
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1.3 Security in a virtualized environment

Architectural enhancements made in the POWERS5 system platform design make
cross-partition sharing and communication possible. The new virtualization
functions maintain system security requirements. The cross-partition features do
not introduce any security exposure beyond what is implied by the function. For
example, a virtual LAN connection would have the same security considerations
as a physical network connection.

1.4 Operating system support

The System p5 systems are designed to support a wide variety of operating
system types and versions to allow clients to consolidate heterogeneous
environments. Table 1-1 lists the supported operating systems with Advanced
POWER Virtualization (APV).

Table 1-1 Operating systems supported in a virtualized System p5 system

Operating system Client of APV functions Server for APV functions
IBM AIX 5L V5.2 ML2 or

later

IBM AIX 5L V5.3 X

VIOS V1.1,V1.2,and V1.3 X

IBM i5/0S X

RHEL AS V3 update 3 or X XaP

later

RHEL AS V4 X Xa,b

Novell SLES V9 SP1 X XP

a. Not for virtual SCSI
b. Not for clients running AIX 5L

Important: The Virtual /0O Server does not run end-user applications.

AIX 5L Version 5.3 partitions can use physical and virtual resources at the same
time.
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1.4.1 IBM AIX 5L for System p5 systems

AIX 5L is supported on the System p5 servers in partitions with dedicated
processors similar to IBM eServer pSeries® systems with POWER4™
processors, but System p5 servers do not support affinity partitioning. For
System p5 systems configured with the Advanced POWER Virtualization feature
(APV), AIX 5L Version 5.3 or later is required for shared-processor partitions,
virtual I/O, and virtual Ethernet.

On System p5, mixed environments of AIX 5L V5.2 ML2 and AIX 5L V5.3
partitions with dedicated processors and adapters, and of AIX 5L V5.3 partitions
using Micro-Partitioning and virtual devices, is supported. AIX 5L V5.3 partitions
can use physical and virtual resources at the same time.

1.4.2 Linux for System p5 systems

10

Linux is an open source operating system that runs on numerous platforms from
embedded systems to mainframe computers. It provides a UNIX®-like
implementation across many computer architectures.

This section discusses two versions of Linux to be run in partitions; it does not
discuss the Linux-based Virtual I/O Server. The supported versions of Linux on
System p5 servers are:

» Novell SUSE Linux Enterprise Server V9 and V10
» Red Hat Enterprise Linux Advanced Server V3 and V4

The APV virtualization features, except for virtual SCSI server, are supported in
Version 2.6.9 of the Linux kernel. The commercially available latest distributions
from Red Hat, Inc. (RHEL AS 4) and Novell SUSE LINUX (SLES 9 and SLES 10)
support the IBM POWER4, POWERS5, and PowerPC® 970 64-bit architectures
and are based on this 2.6 kernel series. Also supported is the modified 2.4 kernel
version of Red Hat Enterprise Server AS 3 (RHEL AS 3) with update 3. The
Linux kernel first shipped with SLES9 SP1 also supports virtual SCSI server.

Clients wishing to configure Linux partitions in virtualized System p5 systems
should consider the following:

» Not all devices and features supported by the AlX 5L operating system are
supported in logical partitions running the Linux operating system.

» Linux operating system licenses are ordered separately from the hardware.
Clients can acquire Linux operating system licenses from IBM, to be included
with their System p5 systems, or from other Linux distributors.

» Clients or authorized business partners are responsible for the installation
and support of the Linux operating system on the System p5 systems.

Advanced POWER Virtualization on IBM System p5



» Regardless of how a Linux distribution is ordered, the distributors offer
maintenance and support. IBM also has support offerings from IBM Global
Services for these distributions.

» While Linux can be run successfully on partitions with more than eight
processors (the Linux kernel 2.6 may scale up to 16 or even 24 processors for
certain workloads) typical Linux workloads will only effectively utilize up to 4
or 8 processors.

Supported virtualization features
SLES9 and RHEL AS4 support the following virtualization features:

» Virtual SCSI, including for the boot device

» Shared-processor partitions and virtual processors, capped and uncapped
» Dedicated-processor partitions

» Dynamic reconfiguration of processors

» Virtual Ethernet, including connections through the Shared Ethernet Adapter
in the Virtual I/O Server to a physical Ethernet connection

» Simultaneous multithreading (SMT)

Neither SLES9 or RHAS4 support the following:
» Dynamic reconfiguration of memory

» Dynamic reconfiguration of 1/O slots

» Partition Load Manager (PLM)

1.4.3 IBM i5/0S for System p5 systems

The IBM i5 operating system (i5/0S) provides flexible workload management
options for the rapid deployment of high-performance enterprise applications.
With its base set of functions and no-charge options, i5/0S provides ease of
implementation, management, and operation by integrating the base software
that most businesses need.

Operating system positioning for System p5 systems

i5/08 running on a System p5 system is intended for clients who have a limited
amount of i5/0S workload, limited growth anticipated for this workload, and wish
to consolidate onto a single server where the majority of the workload will be
either AIX 5L or Linux. Clients with new medium or small i5/0S workloads or with
older models of AS/400® or iSeries™ can upgrade existing System p5 systems
to include i5/08S partitions with dedicated processors or shared-processor
partitions.
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Note: i5/0S partitions are only supported on p5-570, p5-590, and p5-595
servers and require the I/O sub-system for i5/0OS.

1.4.4 Summary

Table 1-2 shows a summary of the relationship between APV functions and

operating systems supported by the systems.

Table 1-2 Supported operating systems for the APV features

System / APV feature VIOS | VIOS i5/0S | AIX AIX RHEL | RHEL | SLES
V1.1, | Linux 5L 5L ASV3 | ASV4 | V9
V1.2, V5.2 V5.3
V1.3 ML2
Partitions with dedicated X X X X X X X X
processors
Micro-partitions X X X X X X X
Virtual TTY X X X X X X X
Virtual console client/server X X X X X
Virtual Ethernet X X X X X X X
Boot from virtual Ethernet X X X X
Shared Ethernet Adapter X
Ethernet bridge with STP X X X X
support
Virtual SCSI server X X
Virtual SCSI client X X X X
Boot from Virtual SCSI client X X X X
disk
Virtual Tape X
Virtual CD X X X X X X X
Boot from Virtual CD X X X X
Partition Load Manager X X
Integrated Virtualization X X X X X
Manager
Dynamic LPAR CPU X X X X X X X
Dynamic LPAR RAM X X X X
Dynamic LPAR physical I1/0 X X X X
Dynamic LPAR virtual adapters X X X
On-line scan of Virtual SCSI X X X X X

devices
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1.5 Comparison of two IBM virtualization technologies

The IBM System z9™ has a long heritage in partitioning and virtualization. Some
of the new virtualization features introduced in the IBM System p5 systems have
been adopted from IBM System z9 and its predecessors. If you are familiar with
the System z9 system’s partitioning and virtualization concepts, you should be
aware that some of them are similar but not identical on the IBM System p5.

There are two virtualization options on z9: PR/SM™ and z/VM®. PR/SM
provides logical partitioning and basic virtualization, while z/VM offers advanced
virtualization technology. z/VM can be deployed in a System z9 LPAR and
provides Virtual Machines (VM) with virtual resources. The capabilities of
System p5 virtualization lie somewhere between those of the two System z9
virtualization options.

Table 1-3 provides a brief overview of the virtualization capabilities available on
IBM System z9 and System p5. Some differences are summarized in the
following discussion.

Table 1-3 Virtualization capabilities of IBM System z9 and System p5 compared

Function / IBM System z9 IBM System p5
capability virtualization technology virtualization
technology
Enabling Processor Resource / z/VM. POWER Hypervisor.
software Systems Manager
(PR/SM).
Maximum Maximum of 60 Arbitrary number of Maximum of 254
number of Logical Partitions Virtual Machines (VMs), Logical Partitions
virtualized (LPARS), also called Guests, (LPARS),
servers depending on model. limited only by resources. depending on model,
maximum of 10 per
processor.
Sharing LPARs are assigned VMs are assigned sharedor | LPARs are assigned
processor logical processors and dedicated virtual either dedicated physical
resources weighted shares of processors and absolute or | CPUs, entitlements of
central processors or relative weighted shares of | physical CPUs, and a
dedicated processors. virtual processors. VMs with | number of virtual
LPARs with shared shared processors can be processors. LPARs with
processors can be uncapped, soft-, or shared CPUs can be
uncapped or capped. hard-capped. either capped or
uncapped.
Interpartition Intelligent Resource Virtual Machine Resource Partition Load Manager
Load Director (IRD) with zZOS® | Manager (VMRM). (PLM) with AIX 5L
Management partitions. partitions.
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Function / IBM System 29 IBM System p5
capability virtualization technology virtualization
technology
Sharing LPAR memoryisfixedand | Portions of VM memory can | LPAR memory is fixed
memory private; for LPARs running | be shared read-only or and private; memory size
resources z/OS, the memory size read-write with other VMs; can be dynamically
can be dynamically changing the memory size changed for LPARs
changed with some of a VM requires IPLing this | running AIX 5L.
considerations. VM.
Virtual TCP/IP with TCP/IP with virtual TCP/IP and other
interpartition HiperSockets™. HiperSockets, TCP/IP, and protocols through virtual
communication other protocols through Ethernet with IEEE

virtual Ethernet with IEEE 802.1Q VLAN support.
802.1Q VLAN support.

Sharing Enhanced Multiple Image | Virtual Ethernet switch Shared Ethernet Adapter
connections to Facility (EMIF) bridges virtual Ethernet to (SEA), hosted by the
external multiplexes Open an external Ethernetthough | Virtual I/O Server (VIOS),
networks Systems Adapter (OSA) an OSA, acts as layer-2-bridge
to multiple LPARs. z/VVM also takes advantage | between physical and
of multiplexed access to virtual Ethernet adapters.
OSA through EMIF.
Sharing I/0 EMIF multiplexes z/'M provides virtual VIOS provides virtualized
resources. channels and devices to devices, such as minidisks, disks, which can be
multiple LPARs. which are partitions of partitions of physical
physical disks, and it disks and are accessed
provides shared access to through virtual SCSI
physical devices. adapters.
Supported OS. z/OS, Linux, z/VM, and others zSeries® operating AIX 5L, Linux, and
systems. i5/0S on some models.

The mechanisms for sharing of processor resources on IBM System z9 and
System p5 are similar. The number of virtual processors in a System p5 LPAR or
in a z/VM virtual machine can exceed the number of installed physical
processors. There are some differences with capping that are beyond the scope
of this discussion.

On a System z9 server, integrated inter- and intra-partition workload
management can be performed with the Intelligent Resource Director (IRD) for
z/OS LPARs, while on a System p5, inter-partition management is done with the
Partition Load Manager (PLM), and intra-partition management with the AIX 5L
Workload Manager (WLM). Since PLM and WLM are not integrated, PLM on
System p5, like VMRM on System z9, monitors WLM’s application priorities and
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goals, while IRD can adjust resource allocation if some application’s performance
goals are missed.

Using LPARs on System z9 and System p5 memory is partitioned. Thus, the sum
of memory assignments to LPARs cannot exceed the physically installed
memory. z/VM can share memory by implementing paging of VM. Thus, the sum
of assigned memory can exceed physically installed memory and generally does.
Paging automatically and dynamically adjusts physical memory assignments for
VMs.

System p5 and z/VM provide virtual Ethernet and implement virtual Ethernet
switches and bridges, which operate on layer-2 and could be used with any
layer-3 protocol. PR/SM’s HiperSockets operate on layer-3 and provide IP-based
communication only. Shared OSA supports layer-2 and layer-3 access to
external networks.

A substantial difference between System z9 PR/SM and System p5 exists with
respect to sharing of 1/0 resources and access to external networks:

» On System z9 with PR/SM, access to disks, tapes, network adapters, and
other I/O resources is multiplexed by EMIF. Thus, shared physical resources
can be owned by multiple LPARs on a System z9.

» z/VM, in addition to the features of PR/SM, allows virtual devices to be shared
between VMs. Bridged access from virtual Ethernet networks to external
networks is available (similar to System p5).

» On System p5, virtual disks are created that are backed by physical disks,
and virtual Ethernet networks can be bridged to physical Ethernet adapters.
These physical resources are owned by the Virtual I/O Server on a
System p5.

Virtual /0O and virtual Ethernet are based on system software and Hypervisor
firmware on a System p5 and with z/VM, while most of EMIF is implemented in
the System z9 hardware and firmware. Thus, the processor load of I/O
processing with EMIF on System z9 is lower than that of virtual I/O on System p5
or z/VM. It comes close to dedicated physical I/O adapters on System p5.

z/VM runs in a LPAR of System z™; thus, PR/SM and z/VM are actually nested.
System z9 implements two levels of interpretive execution to allow hardware
execution of virtual machines on z/VM in a logical partition. z/VM can be
self-hosting, which means that you can run z/VM in a z/VM guest, thus running
z/NVNM on z/VM in an LPAR of a System z9. z/VM can host z/VM to any practical
level. You cannot nest LPARs of System z9 or System p5.
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1.6 The value of the Advanced POWER Virtualization
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With POWERS processor-based systems, introduced in 2004, customers have
realized the immense value of the Advanced POWER Virtualization. There are
quite a few fields where this value is recognized as a huge advantage in planning
an architecture of POWERS5 systems as well as in day to day operations on those
systems. This technology now is widely perceived by customers as extremely
stable, mature, and production ready.

There have been a number of case studies on how to set up and use those
systems, as well as literature (APV Deployment Examples) showing how to
implement POWERS systems in smaller and larger environments.

Those techniques are now well known and implementations of easier and more
complex installations either with the Integrated Virtualization Manager or under
control of the Hardware Management Console are now common.

Possibly the more challenging tasks with POWERS5 systems are moving from
planning and implementation to the careful design of systems management. The
background for this is that the more these systems and their virtualization
features are used and the higher the average number of logical partitions per
system grows, the more the challenge lies in coordinating overall tasks that
impact the parts of the system, such as system code upgrades. Coordination of
systems now requires a more holistic datacenter view, rather than a single server
view.

To say that the most challenging tasks are no longer associated with the actual
management and operation of machines rather than with organizational planning
and coordination means that Advanced Power Virtualization fulfills its task well. It
enables administrators and companies to build their own flexible and reliable
infrastructure. It allows for the rapid deployment of new systems without the
normally lengthy and time-consuming process of validation, acquisition, and
installation of new physical systems. It is designed to simplify the movement of
operating system instances from one physical system to another given that the
infrastructure is carefully planned and certain requirements are met. It allows for
fast setup of test and development machines in the same physical environment
and even on the same machine as production machines, taking away the bias if
different types of physical machines were used. And it adds trust and confidence
in systems operations since the sheer computing power and the stability of
POWERS processor based systems are proven and recorded by many
installations. Overall, this leads to a substantial improvement in TCO and
simplified IT operations.
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The real value of the Advanced Power Virtualization as perceived by many
customers is smooth systems operations and fast responses to client demands
as a result of all the factors mentioned above.
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Virtualization technologies
on System p servers

In this chapter, the various technologies that are part of IBM System p™ systems
are discussed. Specifically, the following topics are covered:

New features in Version 1.3 of the Virtual /0O Server
Features in Version 1.2 of the Virtual I/O Server
The Advanced POWER Virtualization feature
Micro-Partitioning introduction

Introduction to simultaneous multithreading
Introduction to the POWER Hypervisor
Software licensing in a virtualized environment
Virtual and Shared Ethernet introduction

Virtual SCSI introduction

Partition Load Manager introduction

Integrated Virtualization Manager

Dynamic LPAR operations

Linux virtual I/O concepts
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2.1 New features in Version 1.3 of the Virtual I/0 Server

Version 1.3 of the Virtual I/O Server, available since 08/2006, includes various
new functions and enhancements. All of these are also contained in Fix Pack 8.0
whose installation effectively updates an installed Virtual I/O Server to Version
1.3 (ioslevel 1.3.0.0).

2.1.1 New and enhanced features in Virtual I/0 Server Version 1.3

20

The following provides a list of the new and enhanced features in Version 1.3:
» Virtual I/O Server
The Virtual I/O Server received the following major enhancements:

— Newly added software: SSH now comes preinstalled with the Virtual I/O
Server

For instructions on how to configure automated non-prompted logins
through SSH, refer to 6.2.2, “Install and configure SSL and SSH” on
page 382.

In the default installation, SSH is meant for remote login to the Virtual I/O
Server. Therefore, the padmin user cannot use the ssh command itself.
Neither is it possible to use the scp command from a remote server to copy
files from or to the Virtual I/O Server.

— Improved monitoring with additional topas and viestat command
performance metrics

The topas command received a new -cecdisp flag that shows the overall
performance of the physical machine as well as the load on active LPARs.

The viostat command received a new -extdisk flag that shows detailed
disk statistics. For the viostat command to work with disk history, the
system has to be changed to keep the measurements using the following
command:

$ chdev -dev sys0O -attr jostat=true
— Enabled Performance (PTX®) agent (PTX is a separately purchased LPP.)
— Increased performance for virtual SCSI and virtual Ethernet

Due to improvements in the code, the performance of both is increased.
— Enhanced command-line interface

Several new commands have been added:

e The wkimgr and wkl1dagent commands for handling Workload Manager.
If enabled, they can be used to record performance data that then can
be analyzed by wk1dout and viewed.
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e The chtcpip command for online management of TCP/IP parameters.
¢ The crontab command for handling cron jobs.

* The viosecure command for handling the security settings. This is in
fact a central point to control security settings of the Virtual 1/0 Server,
also handling the local firewall settings to secure the Virtual I/O Server
based either on standard values or customized on a per-port basis.

Other commands that received enhancements are startnetsvc,
stopnetsvc, 1stcpip, 1sdev, and mkbdsp.

A complete list of commands and their parameters can be found in the
Virtual I/O Server documentation at:

http://wwwld.software.ibm.com/webapp/set2/sas/f/vios/documentatio
n/home.html

Look in the Virtual I/O Server Commands Reference, located under
“Printable PDFs”.

Enabled additional storage solutions

This refers to the enablement of N series Storage Subsystems. The
complete and always updated list of supported storage subsystems,
operating systems, and adapters can be found at:

http://wwwléd.software.ibm.com/webapp/set2/sas/f/vios/documentatio
n/datasheet.html

» Virtual SCSI and shared Fibre Channel adapters

Disk-based I/0O was enhanced in the following ways:

Support for iISCSI TOE adapter and virtual devices backed by System
Storage™ N series iSCSI disks

Virtual SCSI (VSCSI) functional enhancements

e Support for SCSI reserve/release for limited configurations. Enables
virtual SCSI for certain clustered/distributed configurations.

e Support on the AIX 5L client for a changeable queue depth attribute for
virtual disks. Allows the system administrator to tune the size of the I/O
queue for each virtual disk.

With this enhancement, it is now possible to tune virtual disks using the
command:

$ chdev -dev hdiskN -attr queue_depth=X

where N is the number of the hdisk and X denotes the desired depth of
the queue. Therefore it is now possible to have values larger than
three, which was the previous non-changeable default. The new value
should be chosen carefully as this can have impacts on system
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throughput and performance. For additional information, see IBM
System p Advanced POWER Virtualization Best Practices,
REDP-4194.

* Improvements for altering virtual device capacity without disruption.

When expanding the LUN size on an FC attached storage subsystem
as well as extending a Logical Volume within a volume group, the
Virtual 1/0O Server will detect this and the virtual SCSI server adapter
will present this change to the virtual SCSI client adapter. Upon
recognition of the change, the volume group in the LPAR containing the
hdisk represented by the LUN can take adavantage of the bigger disk
with the command:

# chvg -g volume_group

and will immediately be able to use the additional storage capacity.
This is valid for non-rootvg disks only. The chvg command is not
supported with rootvg, as stated in the manual page.

¢ A configurable attribute that, when enabled, allows the virtual client
adapter driver to determine the health of the VIOS to improve and
expedite path failover processing.

The vscsi_path_to attribute of the virtual SCSI client adapter was
added. A value of 0 (default) disables it, while any other value defines
the number of seconds the VSCSI client adapter will wait for
commands issued to the VSCSI server adapter and not serviced. If that
time is exceeded, the VSCSI client adapter attempts the commands
again and waits up to 60 seconds until it fails the outstanding
commands, writes an error to the error log and, if MPIO is used, tries
another path to the disk. Therefore, this parameter should only be set
for MPIO installations with dual Virtual I/O Servers.

e VSCSI device error log enhancements.
» Virtual Ethernet and shared Ethernet adapter
Ethernet support was enhanced in the following ways:
— TCP Segmentation Offload

TCP segmentation offload (large send) enables TCP large send capability
(also known as segmentation offload) from logical partitions to the physical
adapter. The physical adapter in the SEA must be enabled for TCP
largesend for the segmentation offload from the LPAR to the SEA to work,
and the SEA itself must be enabled for large send. Also, the operating
system must be capable of performing a large send operation. AIX 5L
virtual Ethernet adapters are, by default, capable of large sends.

You can enable or disable TCP large send on the SEA using the CLI chdev
command. To enable it, use the -attr largesend=1 option. To disable it, use
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the -attr largesend=0 option. For example, the following command enables
large send for Shared Ethernet Adapter ent1:

# chdev -dev entl -attr Targesend=1.
By default, the setting is disabled (largesend=0).

LPARs can now offload TCP segmentation to VIOS Ethernet adapter,
benefitting CPU intensive applications running on the LPAR.

If a physical Ethernet adapter is used that supports large_send (packets of
64 KB are directly handed to the physical adapter layer where they are
processed and split up in the packet size the physical network supports),
this parameter can be enabled to boost performance. All writes to the
physical network will benefit from this; the internal virtual network will use
performance optimized network settings.

To enable large send on a physical adapter on AIX 5L, use the following
command:

# chdev -1 entX -a large_send=yes

To enable large send on a physical adapter on the on the Virtual 1/0
Server, use the following command:

# chdev -dev entX -attr large send=yes

As of Virtual I/O Server Version 1.3, the default value for large send on
physical Ethernet adapters is yes. The default for the Shared Ethernet
Adapter is 0 (meaning no).

This will benefit only outbound traffic that is data to be send. Inbound
traffic will be received in packets as they arrive from the physical network.

Note: The following is a common source of errors:

To modify large send on a physical Ethernet adapter, use the command
option:

large_send=yes or large_send=no

To modify large send on a Shared Ethernet Adapter (SEA), use the
command option:

largesend=1 or largesend=0
» Monitoring

Agents for monitoring using Topas (included with AIX 5L V5.3) and PTX. PTX
is a separately purchased LPP.
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» IVM enhancements
Industry leading functions in this release include:

— Support for dynamic logical partitioning (dynamic LPAR) for memory and
processors in managed partitions. This can be done on the command-line
as well as in the IVM Web interface.

— IP configuration support for IVM

After initial configuration of TCP/IP, the Web interface can be contacted;
from that time on, new interfaces can be created and configured via the
Web interface.

— Task Manager for long-running tasks

The last 40 tasks can graphically be monitored and shown with the button
“Monitor Tasks” in the Web interface. Every task can be examined to see
the properties of that task.

2.1.2 Additional information

There is a number of resources listed in “Related publications” on page 443 that
should be considered for further reading and information.

There exists an encouraging collaboration as well as exchange of knowledge that
will help with many questions ranging from performance monitoring and tools,
virtualization, and AIX 5L to Linux on POWER.

Follow this link to start an overview of the forums available in the AIX 5L and
Linux on POWER community:

http://www-03.1ibm.com/systems/p/community/

We want to encourage you to participate in the community. It already contains
much information and continues to grow. AlX developers are also contributing
their knowledge and help as well as many users of the technology. The more
participants work interactively in the forums and wikis, the more useful it will be
for everyone concerned with POWER processor based machines.

2.2 Features in Version 1.2 of the Virtual I/0 Server

This section contains a short overview of the features that are included in Version
1.2 of the Virtual I/O Server, such as:
» Virtual optical device support

» Shared Ethernet Adapter failover
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» Integrated Virtualization Manager
» Storage pool commands

» HMC enhancements for easier configuration and maintenance

Many of the improvements in the Virtual 1/0O Server Version 1.2 are intended to
simplify the configuration and management of the virtualized I/O environment.

Note: To use all the new features listed in this section, an update of the
system’s microcode, HMC code, and the Virtual I/O Server may be needed.

2.2.1 Virtual DVD-RAM, DVD-ROM, and CD-ROM

Virtual SCSI (VSCSI) enables the sharing of physical storage devices (SCSI and
Fibre Channel) between client partitions. Version 1.2 of the Virtual I/O Server
adds support for optical devices, such as DVD-RAM and DVD-ROM. CD-ROM
was supported in previous versions.

Writing to a shared optical device is currently limited to DVD-RAM. DVD+RW and
DVD-RW devices are not supported.

The physical storage device must be owned by the Virtual I/O Server and it is
mapped in a similar way as a virtual disk to a virtual SCSI server adapter using
the mkvdev command.

The virtual optical device can be assigned to only one client partition at a time. In
order to use the device on a different client partition, it must first be removed from
the partition currently owning the shared device and reassigned to the partition
that will use the device. This is an advantage over dynamic LPAR because you
do not have to manually move the device’s adapter.

For more information about sharing optical devices, refer to 2.9, “Virtual SCSI
introduction” on page 89.

2.2.2 Shared Ethernet Adapter failover

Version 1.2 of the Virtual I/O Server introduces a new way to configure backup
Virtual I/O Servers to provide higher availability, for external network access, over
Shared Ethernet Adapters (SEA).

Shared Ethernet Adapter failover provides redundancy by configuring a backup
Shared Ethernet Adapter on a different Virtual I/O Server partition that can be
used if the primary Shared Ethernet Adapter fails. The network connectivity of
the client logical partitions to the external network continues without disruption.

Chapter 2. Virtualization technologies on System p servers 25



Shared Ethernet Adapter failover can be configured by first creating a virtual
adapter with the access to external network flag (trunk flag) set. This virtual
adapter must have the same PVID or VLAN ID as the corresponding virtual
adapter on a backup Virtual I/0O Server. It uses a priority value given to the virtual
Ethernet adapters during their creation to determine which Shared Ethernet
Adapter will serve as the primary and which will serve as the backup. The Shared
Ethernet Adapter that has the virtual Ethernet configured with the numerically
lower priority value will be used preferentially as the primary adapter.

For the purpose of communicating between themselves to determine when a
failover should take place, Shared Ethernet Adapters in failover mode use a
VLAN dedicated for such traffic, named the control channel. A virtual Ethernet
(created with a PVID that is unique on the system) must be created on each
Virtual I/0O Server that provides a SEA for the failover purpose. This virtual
Ethernet is then specified as the control channel virtual Ethernet when each
Shared Ethernet Adapter is created in failover mode. Using the control channel,
the backup Shared Ethernet Adapter discovers when the primary adapter fails,
and network traffic from the client logical partitions is sent over the backup
adapter. When the primary Shared Ethernet Adapter recovers from its failure, it
again begins actively bridging all network traffic.

For more information about the SEA Failover function, refer to 4.1.3, “High
availability for communication with external networks” on page 189.

2.2.3 Integrated Virtualization Manager
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The Integrated Virtualization Manager (IVM) is a basic hardware management
solution, included in the VIO software Version 1.2, that inherits key Hardware
Management Console (HMC) features.

The IVM is used to manage partitioned System p5 systems with a Web-based
graphical interface without requiring an HMC. This reduces the hardware needed
for adoption of virtualization technology, particularly for the low-end systems.
This solution fits in small and functionally simple environments where only few
servers are deployed or not all HMC functions are required.

Note: The IVM feature is not available, at the time of writing, for Virtual 1/0
Server partitions on the IBM System p5 Models 570, 575, 590, and 595.

For more information about the concepts, installation, and configuration of IVM,
refer to 2.11, “Integrated Virtualization Manager” on page 103. For further
information, refer to Integrated Virtualization Manager on IBM System p5,
REDP-4061.
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2.2.4 New storage pool commands

Similar to volume groups, storage pools are collections of one or more physical
volumes that abstract the organization of the underlying disks. The physical
volumes that comprise a storage pool can be of varying sizes and types.

Using storage pools, you are no longer required to have extensive knowledge on
how to manage volume groups and logical volumes to create and assign logical
storage to a client partition. Devices created using the storage pool are not
limited to the size of the individual physical volumes. Storage pools are created
and managed using the following commands:

mksp Creates a storage pool, using the physical volumes
represented by the physical volume parameter.

chsp Adds or removes physical volumes from a storage pool, or
sets the default storage pool.

1ssp Lists information about storage pools.

mkbdsp Attaches storage from a storage pool to a virtual SCSI
adapter.

rmbdsp Removes storage from a virtual SCSI adapter and returns

it to the storage pool.

The default storage pool is rootvg. We recommend creating another storage pool
where you define your backing devices that are used as virtual disks on your
client partition.

The backing devices are created using the mkbdsp command. In only one step,
you can create a backing device with a specified size and map it to the virtual
SCSI server adapter that is assigned to the appropriate client partition.

Note: When assigning whole physical volumes as backing devices, they
cannot be part of a storage pool. In this case, you have to directly map the
physical disk.

2.2.5 HMC enhancements

The HMC software provides an enhanced graphical interface to ease the
configuration and maintenance of the virtual I/0 adapters for managed servers.
This new feature provides enhancements to simplify the Virtual I/O environment
starting with HMC Version 5.1.

To ease the configuration of virtual SCSI adapters, an HMC offers you the option

to add a virtual SCSI server adapter dynamically to the Virtual I/O Server when
creating the client partition or when adding another virtual SCSI client adapter to
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the partition. This allows you to create client and server SCSI adapters in one
step. Then you have to add the virtual SCSI server adapter to the appropriate
Virtual I/O Server partition profile to make the change permanent. Another way of
doing that would be to save a new partition profile with a different name. That
profile will automatically contain any dynamically added features, thereby
simplifying the task of adding the adapter configuration to a profile and excluding
errors that may arise through manual addition of dynamically defined adapters to
the static profile. To use the new profile as the default profile it has to be assigned
by right-clicking the LPAR and setting this to be the default

To ease maintenance and configuration changes, the HMC provides an overview
of the virtual Ethernet and virtual SCSI topologies configured on the Virtual /O
Server.

IBM supports up to ten Virtual I/O Servers within a single CEC managed by an
HMC. Though architecturally up to 254 LPARS are supported, more than ten
Virtual I/O Server LPARs within a single CEC has not been tested and therefore
is not recommended.

For more information and configuration details, refer to 2.12, “Dynamic LPAR
operations” on page 108.

2.3 The Advanced POWER Virtualization feature
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This section provides information about the packaging and ordering information
for the Advanced POWER Virtualization feature available on the IBM System p
platform.

The Advanced POWER Virtualization feature is a combination of hardware
enablement and software that includes the following components that are
available together as a single priced feature:

» Firmware enablement for Micro-Partitioning

» Installation image for the Virtual I/O Server software, which supports:
— Shared Ethernet Adapter
— Virtual SCSI server
— Integrated Virtualization Manager (IVM) for supported systems

» Partition Load Manager (only supported for HMC managed systems and not
part of POWER Hypervisor and Virtual I/0 Server FC 1965 on IBM
OpenPower systems).

Virtual Ethernet is available without this feature for servers attached to an HMC
or managed using the IVM.
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When the hardware feature is specified with the initial system order, the firmware
is shipped activated to support Micro-Partitioning and the Virtual 1/0 Server. For
upgrade orders, IBM will ship a key to enable the firmware (similar to the CUoD

key).

Clients can visit the following Web site:
http://www-912.1ibm.com/pod/pod

to look at the current activation codes for a specific server by entering the
machine type and serial number. The activation code for Advanced POWER
Virtualization feature has a type definition of VET in the window results.

For systems attached to an HMC, Figure 2-1 shows the HMC window where you
enable the Virtualization Engine™ Technologies.
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Figure 2-1 HMC window to enable the Virtualization Engine Technologies

When using the IVM within the Virtual I/0 Server to manage a single system,
Figure 2-2 on page 30 shows the Advanced System Management Interface
(ASMI) menu to enable the Virtualization Engine Technologies. For more
information about this procedure, refer to Integrated Virtualization Manager on
IBM System p5, REDP-4061.
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Figure 2-2 ASMI menu to enable the Virtualization Engine Technologies

The Virtual 1/0O Server and Partition Load Manager (PLM) are licensed software
components of the Advanced POWER Virtualization feature. They contain one
charge unit for each installed processor, including software maintenance. The
initial software license charge for the Virtual I/O Server and PLM is included in

the price of the Advanced POWER Virtualization feature.
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Table 2-1 provides an overview of the Advanced POWER Virtualization features
on the IBM System p systems.

Table 2-1 APV feature code overview

Servers Feature code Included in base IVM supported?
configuration?

9115-505 7432 No Yes
9110-510 7432 No Yes
9123-7102 1965 No Yes
9111-520 7940 No Yes
9131-52A 7940 No Yes
9124-720% 1965 No Yes
9113-550 7941 No Yes
9133-55A 7941 No Yes
9117-570 7942 No No
9118-575 7944 No No
9119-590 7992 Yes No
9119-595 7992 Yes No

8 PLM is not shipped with FC 1965

The Advanced POWER Virtualization feature is configured optionally and

charged for all mentioned systems above except for the 9119-590 and 595
systems, which include the Advanced POWER Virtualization feature as a part of
the base system configuration. The software maintenance is charged additionally
for all mentioned systems.

For each Virtual 1/0O Server license ordered, an order for either the one-year
(5771-VIO) or three-year (5773-VIO) Software Maintenance (SWMA) is also
submitted. You must purchase a license for each active processor on the server.
For an HMC attached system, the processor-based license enables you to install

multiple Virtual I/O Server partitions on a single server to provide redundancy

and to spread the 1/0 workload across multiple Virtual I/O Server partitions.

The supported Virtual I/O clients are:

» AIX 5L Version 5.3
» SUSE LINUX Enterprise Server 9 for POWER

» SUSE LINUX Enterprise Server 10 for POWER
» Red Hat Enterprise Linux AS 3 for POWER (update 2 or later)
» Red Hat Enterprise Linux AS 4 or POWER or later

The Virtual 1/0 Server provides the virtual SCSI server and Shared Ethernet
Adapter virtual I/O function to client partitions (Linux or AlX 5L), and the IVM
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management interface for systems without an HMC. This POWERS5 partition is
not intended to run end-user applications or for user login.

For each Partition Load Manager V1.1 (5765-G31) license ordered, an order for
either the one-year (5771-PLM) or three-year (5773-PLM) Software Maintenance
(SWMA) must also be submitted. The software maintenance for the Partition
Load Manager is priced on a per processor basis, by processor group.

Partition Load Manager for AIX 5L helps clients to maximize the utilization of
processor and memory resources on the IBM System p platform that support
dynamic logical partitioning. Within the constraints of a user-defined policy,
resources are automatically moved to partitions with a high demand, from
partitions with a lower demand. Resources that would otherwise go unused can
now be more fully utilized.

2.4 Micro-Partitioning introduction

Micro-Partitioning is the ability to divide a physical processor's computing power
into fractions of a processing unit and share them among multiple logical
partitions. Obtaining and entering an activation code for most IBM System p
models is optional, except for the p5-590 and p5-595 models, where it is included
automatically in the configuration.

The benefit of Micro-Partitioning is that it allows increased overall utilization of
CPU resources within the managed system. Better granularity of CPU allocation
in a logical partition means efficient use of processing power.

This section discusses the following topics about Micro-Partitioning:

» Shared processor partitions

» Shared processor pool overview

» Capacity Upgrade on Demand

» Dynamic processor de-allocation and processor sparing

» Dynamic partitioning

» Shared processor considerations

2.4.1 Shared processor partitions

32

The virtualization of physical processors in POWERS5 systems introduces an
abstraction layer that is implemented within the hardware microcode. From an
operating system perspective, a virtual processor is the same as a physical
processor.
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The key benefit of implementing partitioning in the hardware allows any operating
system to run on POWERS technology with little or no changes. Optionally, for
optimal performance, the operating system can be enhanced to exploit shared
processor pools more in-depth, for example, by voluntarily relinquishing CPU
cycles to the hardware when they are not needed. AIX 5L Version 5.3 is the first
version of AIX 5L that includes such enhancements.

Micro-Partitioning allows multiple partitions to share one physical processor.
Logical partitions using Micro-Partitioning technology are referred to as shared
processor partitions.

A partition may be defined with a processor capacity as small as .10 processor
units. This represents 1/10 of a physical processor. Each processor can be
shared by up to 10 shared processor partitions. The shared processor partitions
are dispatched and time-sliced on the physical processors under control of the
POWER Hypervisor.

Micro-Partitioning is supported across the entire POWERS product line from
entry level to the high-end systems. Table 2-2 shows the maximum number of
logical partitions and shared processor partitions supported on the different
models.

Table 2-2 Micro-Partitioning overview

505/510/
Server/Model 520/52A 550 | 55A | 570 575 590 595
Processors 2 4 8 16 16 32 64
Dedicated processor 2 4 8 16 16 32 64
partitions
Shared processor 20 40 80 160 160 254 254
partitions

It is important to point out that the maximums stated are supported by the
hardware, but the practical limits based on production workload demands may be
significantly lower.

Shared processor partitions still need dedicated memory, but the partitions 1/0
requirements can be supported through virtual Ethernet and virtual SCSI.
Utilizing all virtualization features, up to 254 shared processor partitions is
currently supported.

The shared processor partitions are created and managed by the HMC. When
you start creating a partition, you have to choose between a shared processor
partition and a dedicated processor partition.
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When setting up a partition, you have to define the resources that belong to the
partition, such as memory and I/O resources. For processor shared partitions,
you have to configure these additional options:

» Minimum, desired, and maximum processing units of capacity
» The processing sharing mode, either capped or uncapped

» Minimum, desired, and maximum virtual processors

These settings are the topic of the following sections.

Processing units of capacity

Processing capacity can be configured in fractions of 1/100 of a processor. The
minimum amount of processing capacity that has to be assigned to a partition is
1/10 of a processor.

On the HMC, processing capacity is specified in terms of processing units. The
minimum capacity of 1/10 of a processor is specified as 0.1 processing units. To
assign a processing capacity representing 75% of a processor, 0.75 processing
units are specified on the HMC.

On a system with two processors, a maximum of 2.0 processing units can be
assigned to a partition. Processing units specified on the HMC are used to
quantify the minimum, desired, and maximum amount of processing capacity for
a partition.

Once a partition is activated, processing capacity is usually referred to as
capacity entitlement or entitled capacity.

Capped and uncapped mode

Micro-partitions have a specific processing mode that determines the maximum
processing capacity given to them from the shared processor pool. The
processing modes are:

Capped mode The processing units given to the partition at a time never
exceed the guaranteed processing capacity (the
entitlement capacity is guaranteed by the system and it is
not exceeded when resources are available in the shared
processing pool).

Uncapped mode The processing capacity given to the partition at a time
may exceed the guaranteed processing capacity when
resources are available in the shared processing pool. You
must specify the uncapped weight of that partition.
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If multiple uncapped logical partitions require idle processing units, the managed
system distributes idle processing units to the logical partitions in proportion to
each logical partition's uncapped weight. The higher the uncapped weight of a
logical partition, the more processing units the logical partition gets.

The uncapped weight must be a whole number from 0 to 255. The default
uncapped weight for uncapped logical partitions is 128. A partition's share is
computed by dividing its variable capacity weight by the sum of the variable
capacity weights for all uncapped partitions. If you set the uncapped weight at 0,
the managed system treats the logical partition as a capped logical partition. A
logical partition with an uncapped weight of O cannot use more processing units
than those that are committed to the logical partition.

A weight of 0 allows automated software to provide the equivalent function as a
dynamic LPAR operation to change uncapped to capped.

Virtual processors

A virtual processor is a depiction or a representation of a physical processor to
the operating system of a partition that makes use of a shared processor pool.
The processing power allocated to a partition, be it a whole or a fraction of a
processing unit, will be distributed by the server firmware evenly across virtual
processors to support the workload. For example, if a logical partition has 1.60
processing units and two virtual processors, each virtual processor will have 0.80
processing units.

Selecting the optimal number of virtual processors depends on the workload in
the partition. Some partitions benefit from greater concurrence, while other
partitions require greater power.

By default, the number of processing units that you specify is rounded up to the

minimum number of virtual processors needed to satisfy the assigned number of
processing units. The default settings maintain a balance of virtual processors to
processor units. For example:

» If you specify 0.50 processing units, one virtual processor will be assigned.
» If you specify 2.25 processing units, three virtual processors will be assigned.

You also can use the Advanced tab in your partition profile to change the default
configuration and to assign more virtual processors.

A partition in the shared processing pool will have at least as many virtual
processors as its assigned processing capacity. By making the number of virtual
processors too small, you limit the processing capacity of an uncapped partition.
If you have a partition with 0.50 processing units and one virtual processor, the
partition cannot exceed 1.00 processing units, because it can only run one job at
a time, which cannot exceed 1.00 processing units. However, if the same
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partition with 0.50 processing units was assigned two virtual processors and
processing resources were available, the partition could use an additional 1.50
processing units.

The minimum number of processing units you can have for each virtual
processor depends on the server model. The maximum number of processing
units that you can have for each virtual processor is always 1.00. This means that
a logical partition cannot use more processing units than the number of virtual
processors that it is assigned, even if the logical partition is uncapped.
Additionally, the number of processing units cannot exceed the Total Managed
system processing units.

Virtual processor folding

Starting with maintenance level 3, AIX 5L V5.3 provides an improved
management of virtual processors. This feature enhances the utilization of a
shared processor pool by minimizing the use of virtual processors that are idle
most of the time. The important benefit of this feature is improved processor
affinity, when there is a large number of largely idle shared processor partitions,
resulting in effective use of processor cycles. It increases the average virtual
processor dispatch cycle, resulting in better cache utilization and reduced
Hypervisor workload.

The following are the functions of the virtual processor folding feature:

» Idle virtual processors are not dynamically removed from the partition. They
are put to sleep or disabled, and only awoken when more work arrives.

» There is no benefit from this feature when partitions are busy.

» If the feature is turned off, all virtual processors defined for the partition are
dispatched to physical processors.

» Virtual processors having attachments, such as bindprocessor or rset
command attachments, are not excluded from being disabled.

» The feature can be turned off or on. The default is on.

When a virtual processor is disabled, threads are not scheduled to run on it
unless a thread is bound to that CPU.

Note: In a shared partition, there is only one affinity node, hence only one
node global run queue.

The tunable parameter for this feature is vpom_xvcpus and the default value is 0,
which signifies the function is on. Use the schedo command to change the
tunable parameter.
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Dedicated processors

Dedicated processors are whole processors that are assigned to a single
partition. If you choose to assign dedicated processors to a logical partition, you
must assign at least one processor to that partition. You cannot mix shared
processors and dedicated processors in the same partition.

By default, a powered-off logical partition using dedicated processors will have its
processors available to the shared processing pool. When the processors are in
the shared processing pool, an uncapped partition that needs more processing
power can use the idle processing resources. However, when you power on the
dedicated partition while the uncapped partition is using the processors, the
activated partition will regain all of its processing resources. If you want to
prevent dedicated processors from being used in the shared processing pool,
you can disable this function on the HMC by deselecting the Allow idle
processor to be shared check box in the partition’s properties.

Note: The option “Allow idle processor to be shared” is activated by default. It
is not part of profile properties and it cannot be changed dynamically.

2.4.2 Shared processor pool overview

A shared processor pool is a group of physical processors that are not dedicated
to any logical partition. Micro-Partitioning technology coupled with the POWER
Hypervisor facilitates the sharing of processing units between logical partitions in
a shared processing pool.

In a shared logical partition, there is no fixed relationship between virtual
processors and physical processors. The POWER Hypervisor can use any
physical processor in the shared processor pool when it schedules the virtual
processor. By default, it attempts to use the same physical processor, but this
cannot always be guaranteed. The POWER Hypervisor uses the concept of a
home node for virtual processors, enabling it to select the best available physical
processor from a memory affinity perspective for the virtual processor that is to
be scheduled.

Affinity scheduling is designed to preserve the content of memory caches, so
that the working data set of a job can be read or written in the shortest time
period possible. Affinity is actively managed by the POWER Hypervisor since
each partition has a completely different context. Currently, there is one shared
processor pool, so all virtual processors are implicitly associated with the same
pool.

Figure 2-3 on page 38 shows the relationship between two partitions using a
shared processor pool of a single physical CPU. One partition has two virtual
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processors and the other a single one. The figure also shows how the capacity
entitlement is evenly divided over the number of virtual processors.

When you set up a partition profile, you set up the desired, minimum, and
maximum values you want for the profile. When a partition is started, the system
chooses the partition's entitled processor capacity from this specified capacity
range. The value that is chosen represents a commitment of capacity that is
reserved for the partition. This capacity cannot be used to start another shared
partition; otherwise, capacity could be overcommitted.

LPAR1 LPAR 2
Capacity Entitlement 0.5 Capacity Entitlement 0.4
Virtual Virtual Virtual
Processor 1 Processor 2 Processor 1
\ 1
Physical
s Br ] ;
Processor
= Unit

Figure 2-3 Distribution of capacity entitlement on virtual processors

When starting a partition, preference is given to the desired value, but this value
cannot always be used because there may not be enough unassigned capacity
in the system. In that case, a different value is chosen, which must be greater
than or equal to the minimum capacity attribute. Otherwise, the partition will not
start.

The entitled processor capacity is distributed to the partitions in the sequence the
partitions are started. For example, consider a shared pool that has 2.0
processing units available.

Partitions 1, 2, and 3 are activated in sequence:

» Partition 1 activated
Min. = 1.0, max = 2.0, desired = 1.5
Allocated capacity entitlement: 1.5
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» Partition 2 activated
Min. = 1.0, max = 2.0, desired = 1.0
Partition 2 does not start because the minimum capacity is not met.

» Partition 3 activated
Min. = 0.1, max = 1.0, desired = 0.8
Allocated capacity entitlement: 0.5

The maximum value is only used as an upper limit for dynamic operations.

Figure 2-4 shows the usage of a capped partition of the shared processor pool.
Partitions using the capped mode are not able to assign more processing
capacity from the shared processor pool than the capacity entittement will allow.

Pool Idle Capacity Available

~Maximum Processor. Capacity

Processor
Capacity
Utilization

Entitled Processor Capacity

\_/ Ceded Capacity
Minimum.Processor.Capacity. /—\

Utilized Capacity

Time

Figure 2-4 Capped shared processor partitions
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Figure 2-5 shows the usage of the shared processor pool by an uncapped
partition. The uncapped partition is able to assign idle processing capacity if it
needs more than the entitled capacity.

Pool Idle Capacity Available

Maximum Processor Capacity

Processor
Capacity
Entitled Processor Capacity

Utilization &

Minimum Processor Capacity

Ceded Capacity

Utilized Capacity

Time

Figure 2-5 Uncapped shared processor partition

2.4.3 Capacity Upgrade on Demand
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Capacity Upgrade on Demand (CUoD) adds operational and configuration
flexibility for the IBM System p platform. Available as a set of fee-based offerings,
CUoD allows additional resources to be added as they are needed. Processors
and memory can be brought online to meet increasing workload demands. If the
system is configured for dynamic LPAR, this can be accomplished without
impacting operations.

When activating a processor featured for Capacity Upgrade on Demand on a
system with defined shared processor partitions, the activated processor is
automatically assigned to the shared processor pool. You can then decide to add
the processor dynamically to a dedicated processor partition or to dynamically
add capacity entitlement to the shared processor partitions.
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To remove a Capacity Upgrade on Demand processor (for example, when using
On/Off Capacity Upgrade on Demand, which enables users to temporarily
activate processors), you have to make sure that there are enough processing
units left to deactivate the processor. You can dynamically remove the needed
capacity entitlement from the partitions.

A type of Capacity Upgrade on Demand is named Reserve CUoD. It represents
an autonomic way to activate temporary capacity. Reserve CUoD enables you to
place a quantity of inactive processors into the server's Shared Processor Pool
which then become available to the pool's resource manager. When the server
recognizes that the base (purchased/active) processors assigned across
uncapped partitions have been 100% utilized, and at least 10% of an additional
processor is needed, then a Processor Day (good for a 24 hour period) is
charged against the Reserve CUoD account balance. Another Processor Day will
be charged for each additional processor put into use based on the 10%
utilization rule. After a 24-hour period elapses, and there is no longer a need for
the additional performance, so no Processor Days will be charged until the next
performance spike.

2.4.4 Dynamic processor de-allocation and processor sparing

If a physical processor in the shared processor pool reaches a failure threshold
and needs to be taken offline (guarded out), the POWER Hypervisor will analyze
the system environment to determine what action will be taken to replace the
processor resource. The options for handling this condition are the following:

» If there is a CUoD processor available, the POWER Hypervisor will
transparently switch the processor to the shared pool, and no partition loss of
capacity would result.

» If there is at least 1.0 unallocated processor capacity available, it can be used
to replace the capacity lost due to the failing processor.

If not enough unallocated resource exists, the POWER Hypervisor will determine
how much capacity each partition must lose to eliminate the 1.00 processor units
from the shared pool. As soon as each partition varies off the processing
capacity and virtual processors, the failing processor is taken offline by the
service processor and Hypervisor.

The amount of capacity that is requested to each micro-partition is proportional
to the total amount of entitled capacity in the partition. This is based on the
amount of capacity that can be varied off, which is controlled by the minimum
processing capacity of the partition defined in the attribute min in the partition
profile.
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2.4.5 Dynamic partitioning

Partitions with AIX 5L Version 5.2 are supported on servers with dedicated
processors. They also support the dynamic movement of the following resources:

» One dedicated processor

» 256 MB memory region

» One I/O adapter slot

A partition with AIX 5L Version 5.3 consists of dedicated processors or shared
processors with a specific capacity entitlement running in capped or uncapped

mode, dedicated memory region, and virtual or physical I/0O adapter slots. All
these resources can be dynamically changed.

For dedicated processor partitions, it is only possible to dynamically add, move,
or remove whole processors. When you dynamically remove a processor from a
dedicated partition, it is then assigned to the shared processor pool.

For shared processor partitions, it is also possible to dynamically:

» Remove, move, or add entitled shared processor capacity.

» Change the weight of the uncapped attribute.

» Add and remove virtual processors.

» Change mode between capped and uncapped processing.

2.4.6 Shared processor considerations
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The following considerations must be taken into account when implementing
shared processor partitions:

» The minimum size for a shared processor partition is 0.1 processing units of a
physical processor. So the number of shared processor partitions you can
create for a system depends mostly on the number of processors in a system.

» The maximum number of partitions in a server is 254.
» The maximum number of virtual processors in a partition is 64.

» The minimum number of processing units you can have for each virtual
processor depends on the server model. The maximum number of processing
units that you can have for each virtual processor is always 1.00. This means
that a logical partition cannot use more processing units than the number of
virtual processors that it is assigned, even if the logical partition is uncapped.

» A mix of dedicated and shared processors within the same partition is not
supported.
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» If you dynamically remove a virtual processor, you cannot specify an
identification for particular virtual processor to be removed. The operating
system will choose the virtual processor to be removed.

» Shared processors may render AlX 5L affinity management useless. AIX 5L
will continue to utilize affinity domain information as provided by firmware to
build associations of virtual processors to memory, and it will continue to
show preference to redispatching a thread to the virtual processor that it last
ran on.

» An uncapped partition with a weight of 0 has the same performance impact as
a partition that is capped. The HMC can dynamically change either the weight
or a partition from capped to uncapped.

Dispatching of virtual processors

There is additional processing associated with the maintenance of online virtual
processors, so you should carefully consider their capacity requirements before
choosing values for these attributes.

Under AIX 5L V5.3 ML3, a new feature is introduced to help manage idle virtual
processors.

Virtual processors have dispatch latency since they are scheduled. When a
virtual processor is made runnable, it is placed on a run queue by the POWER
Hypervisor, where it waits until it is dispatched. The time between these two
events is referred to as dispatch latency.

The dispatch latency of a virtual processor depends on the partition entitlement
and the number of virtual processors that are online in the partition. The capacity
entitlement is equally divided among these online virtual processors, so the
number of online virtual processors impacts the length of each virtual processor's
dispatch. The smaller the dispatch cycle, the greater the dispatch latency.

At the time of writing, the worst case virtual processor dispatch latency is 18
milliseconds, since the minimum dispatch cycle that is supported at the virtual
processor level is one millisecond. This latency is based on the minimum
partition entitlement of 1/10 of a physical processor and the 10 millisecond
rotation period of the Hypervisor's dispatch wheel. It can be easily visualized by
imagining that a virtual processor is scheduled in the first and last portions of two
10 millisecond intervals. In general, if these latencies are too great, then clients
may increase entitlement, minimize the number of online virtual processors
without reducing entitlement, or use dedicated processor partitions.
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Number of virtual processors
In general, the value of the minimum, desired, and maximum virtual processor
attributes should parallel those of the minimum, desired, and maximum capacity
attributes in some fashion. A special allowance should be made for uncapped
partitions, since they are allowed to consume more than their entitlement.

If the partition is uncapped, then the administrator may want to define the desired
and maximum virtual processor attributes greater than the corresponding
entitlement attributes. The exact value is installation-specific, but 50 to 100
percent more is a reasonable number.

Table 2-3 shows several reasonable settings of number of virtual processor,
processing units, and the capped and uncapped mode.

Table 2-3 Reasonable settings for shared processor partitions

V'\g':a D‘:f‘l;'sed Max VPs | Min PUP De;'l;ed Max. PU | Capped
1 2 4 0.1 2.0 4.0 Y
1 3or4 6or8 0.1 2.0 8.0 N
2 2 6 2.0 2.0 6.0 Y
2 3ora 8or 10 2.0 2.0 10.0 N

a - Virtual processors
b - Processing units

Virtual and physical processor relationship

In a shared partition, there is not a fixed relationship between the virtual
processor and the physical processor. The POWER Hypervisor will try to use a
physical processor with the same memory affinity as the virtual processor, but it
is not guaranteed. Virtual processors have the concept of a home physical
processor. If the Hypervisor cannot find a physical processor with the same
memory affinity, then it gradually broadens its search to include processors with
weaker memory affinity, until it finds one that it can use. As a consequence,
memory affinity is expected to be weaker in shared processor partitions.

Workload variability is also expected to be increased in shared partitions
because there are latencies associated with the scheduling of virtual processors
and interrupts. SMT may also increase variability, since it adds another level of
resource sharing that could lead to a situation where one thread interferes with
the forward progress of its sibling.
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Therefore, if an application is cache-sensitive or cannot tolerate variability, then it
should be deployed in a dedicated partition with SMT disabled. In dedicated
partitions, the entire processor is assigned to a partition. Processors are not
shared with other partitions, and they are not scheduled by the POWER
Hypervisor. Dedicated partitions must be explicitly created by the system
administrator using the Hardware Management Console.

Processor and memory affinity data is only provided in dedicated partitions. In a
shared processor partition, all processors are considered to have the same
affinity. Affinity information is provided through RSET APIs.

2.5 Introduction to simultaneous multithreading

Conventional processors run instructions from a single instruction stream, and
despite micro architectural advances, execution unit utilization remains low in
today’s microprocessors. It is not unusual to see average execution unit
utilization rates of approximately 25 percent in many environments.

SMT as implemented by the POWERS5 processor fetches instructions from more
than one thread. What differentiates this implementation is its ability to schedule
instructions for execution from all threads concurrently. With SMT, the system
dynamically adjusts to the environment, allowing instructions to run from each
thread if possible, and allowing instructions from one thread to utilize all the
execution units if the other thread encounters a long latency event.

2.5.1 POWERS5 processor SMT

In SMT mode, the POWERS5 processor uses two separate program counters, one
for each threads. Instruction fetches alternate between the two threads. The two
threads share the instruction cache.

Not all applications benefit from SMT. For this reason, the POWERS5 processor
supports single-threaded (ST) execution mode. In this mode, the POWERS5
processor gives all the physical processor resources to the active thread, the
POWERS processor uses only one program counter and fetches instructions for
that thread every cycle.

It is possible to switch between ST and SMT modes dynamically (without
rebooting) in AIX 5L V5.3. Linux partitions require a restart to change SMT
mode.
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The benefit of SMT is greatest where there are numerous concurrently executing
threads, as is typical in commercial environments, for example, for a Web server
or database server. Data-intensive, memory bound, or single-threaded high
performance computing workloads will generally perform better with ST.

2.5.2 SMT and AIX 5L

The AIX 5L operating system scheduler dispatches execution threads to logical
processors. Dedicated and virtual processor have one or two logical processors
depending whether SMT is enabled or not. With SMT enabled, both logical
processors are always in the same partition. Figure 2-6 shows the relationship
between physical, dedicated, and logical processors for dedicated and
shared-processor partitions. It is possible to have some shared-processor
partitions with SMT enabled and others with SMT disabled at the same time.

Dedicated-processor partition SMT=off Shared-processor partition SMT=on

Logical
CPU

Logical
CPU

Logical
CPU

Logical
CPU

Logical
CPU

Logical
CPU

Logical
CPU

Virtual
Processor

Virtual
Processor

Virtual
Processor

Physical
Processor

Physical
Processor

Shared processor pool

Physical Physical
Processor Processor

Figure 2-6 Physical, virtual, and logical processors

SMT control in AIX 5L

SMT enablement is controlled by the AIX 5L smtct1 command or with the system
management interface tool (SMIT). SMT can be enabled or disabled dynamically
on a logical partition or for the next operating system reboot.
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Setting SMT mode using the command line
The smtct1 command must be run by users with root authority.

The two flags associated with smtct1 are -m and -w; they are defined as follows:

-m off Will set SMT mode to disabled.
-m on Will set SMT mode to enabled.
-w boot Makes the SMT mode change effective on the next and

subsequent reboots.

-W how Makes the mode change effective immediately, but will not persist
across reboot.

The smtct1 command does not rebuild the boot image. If you want to change the
default SMT mode of AIX 5L, the bosboot command must be used to rebuild the
boot image. The boot image in AIX 5L Version 5.3 has been extended to include
an indicator that controls the default SMT mode.

Note: If neither the -w boot nor the -w now flags are entered, the mode
change is made immediately and will persist across reboots. The boot image
must be remade with the boshoot command in order for a mode change to
persist across subsequent boots, regardless of -w flag usage.

The smtct1 command entered without a flag will show the current state of SMT in
the partition. An example of the smtct1 command follows:

# smtctl

This system is SMT capable.

SMT is currently enabled.

SMT boot mode is set to enabled.
Processor 0 has 2 SMT threads

SMT thread 0 is bound with processor 0
SMT thread 1 is bound with processor 0
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Setting SMT mode using SMIT

Use the smitty smt fast path to access the SMIT SMT control panel. From the
main SMIT panel, the selection sequence is Performance & Resource
Scheduling — Simultaneous Multi-Threading Mode — Change SMT Mode.
Figure 2-7 shows the SMIT SMT panel.

Change SMT Mode

Type or select walues in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
SHT Mode enable +
SMT Change Effective: Now and subsedquent hox +

SMT Change Effective:

Mowve cursor to desired item and press Enter.

flowr and subsecquent boots)
Now
Only on subsedquent boots

Fl=Help FiZ=Refresh F3i=Cancel
Fl| FS=Image FlO=Exit Enter=Lo
Ez| /=Find n=Find Next

Fa

Figure 2-7 SMIT SMT panel with options

SMT performance monitor and tuning

AIX 5L Version 5.3 includes commands or extended options to existing
commands for the monitoring and tuning of system parameters in SMT mode.

SMT monitoring

The SMT behavior requires the operating system to provide statistics on the use
of the particular logical processors. The mpstat command is used to display
performance statistics for all logical processors operating in the logical partition.
The mpstat command is described in “Logical processor tools” on page 326.

2.5.3 SMT control in Linux
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To enable or disable SMT at boot, use the following boot option at the boot
prompt:

boot: linux smt-enabled=on

Change the on to off to disable SMT at boot time. The default is SMT on.
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2.6 Introduction to the POWER Hypervisor

The POWER Hypervisor is the foundation of the IBM Virtualization Engine
system technologies implemented in the POWERS processor-based family of
products. Combined with features designed into the POWERS processor, the
POWER Hypervisor delivers functions that enable other system technologies
including Micro-Partitioning, virtual processors, IEEE VLAN compatible virtual
switch, virtual SCSI adapters, and virtual consoles.

The POWER Hypervisor is a firmware layer sitting between the hosted operating
systems and the server hardware, as shown in Figure 2-8. The POWER
Hypervisor is always installed and activated, regardless of system configuration.
The Hypervisor has no processor resources assigned to it.

The POWER Hypervisor performs the following tasks:

» Enforces partition integrity by providing a security layer between logical
partitions.

» Provides an abstraction layer between the physical hardware resources and
the logical partitions using them. It controls the dispatch of virtual processors
to physical processors. It saves and restores all processor state information
during logical processor context switch.

» Controls hardware 1/O interrupts management facilities for logical partitions.

Partition Partition

Server hardware resources

Figure 2-8 The POWER Hypervisor abstracts the physical server hardware
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The Hypervisor firmware and the hosted operating systems communicate with
each other through Hypervisor calls (hcalls).

The POWER Hypervisor allows multiple instances of operating systems to run on
POWERS servers concurrently. The supported operating systems are listed in
1.4, “Operating system support” on page 9.

2.6.1 POWER Hypervisor virtual processor dispatch

50

Shared-processor partitions are given one or more virtual processors to run their
workload on. The number of virtual processors in any partition and in all
partitions does not necessarily have any correlation to the number of physical
processors in the shared-processor pool except that each physical processor can
support, at most, ten virtual processors.

The POWER Hypervisor manages the distribution of available physical processor
cycles to all the processors in the shared pool. The POWER Hypervisor uses a
10 ms dispatch cycle; each virtual processor is guaranteed to get its entitled
share of processor cycles during each 10 ms dispatch window.

To optimize physical processor usage, a virtual processor will yield a physical
processor if it has no work to run or enters a wait-state, such as waiting for a lock
or for I/O to complete. A virtual processor may yield a physical processor through
a Hypervisor call.

Dispatch mechanism

To illustrate the mechanism, consider three partitions with two, one, and three
virtual processors. These six virtual processors are mapped to two physical
POWERS cores, as shown in Figure 2-9 on page 51.
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Partition 1 Partition 2 Partition 3
Entitlement: 0.8 Entitlement: 0.2 Entitlement: 0.6

Shared Processor Pool

Partition 3
Entitlement: 0.6

Partition 1
Entitlement: 0.8

Partition 2
Entitlement: 0.2

POWERS5
core 1

Shared Processor Pool

Figure 2-9 Virtual processor to physical processor mapping: pass 1 and pass 2

Figure 2-10 on page 52 shows two POWER Hypervisor dispatch cycles for two

partitions with a total of six virtual processors dispatched on to two physical
CPUs.

Partition 1 is defined with an entitlement capacity of 0.8 processing units, with

two virtual processors. This allows the partition the equivalent of 80 percent of
one physical processor for each 10 ms dispatch window for the shared processor

pool. The workload uses 40 percent of each physical processor during each
dispatch interval.
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Partition 2 is configured with one virtual processor and a capacity of 0.2
processing units, entitling it to 20 percent usage of a physical processor during
each dispatch interval. In this example, a worst case dispatch latency is shown
for this virtual processor, where the 2 ms are used in the beginning of dispatch
interval 1 and the last 2 ms of dispatch interval 2, leaving 16 ms between
processor allocation.

Note: It is possible for a virtual processor to be dispatched more than one time
during a dispatch interval. In the first dispatch interval, the workload executing
on virtual processor 1 in LPAR 1 is discontinuous on the physical processor
resource. This can happen if the operating system confers cycles, and is
reactivated by a prod hcall.

Hypervisor dispatch interval pass 1

-t

Hypervisor dispatch interval pass 2

»

A

Physical | LPAR1|LPAR 3| LPAR 1 LPAR 3 LPAR 1
Processor 0 | VP 1 VP2 | VP1 loikE VP 0 VP 1 [t
Physical | LpAR 2 LPAR 1 LPAR 3| LPAR 3| LPAR 3 LPAR 1 LPAR 3 | LPAR 2
Processor 1| VPO VPO VP 0 VP 1 VP 2 VP O VP 1 VPO
\ [ ] [ \ \ \ [ [ [ \ \

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Time (ms)
LPAR1
Capacity entittement = 0.8 processing units; virtual processors = 2 (capped)
LPAR2
Capacity entitlement = 0.2 processing units; virtual processors = 1 (capped)
LPAR3
Capacity entittement = 0.6 processing units; virtual processors = 3 (capped)

Figure 2-10 Micro-Partitioning processor dispatch

Partition 3 contains three virtual processors, with an entitled capacity of 0.6
processing units. Each of the partition’s three virtual processors consumes

20 percent of a physical processor in each dispatch interval, but in the case of
virtual processor 0 and 2, the physical processor they run on changes between
dispatch intervals.

Processor affinity

The POWER Hypervisor is designed to dispatch threads on the same physical
processor as it ran on in the previous dispatch cycle. This is called processor
affinity. The POWER Hypervisor will always first try to dispatch the virtual
processor on the same physical processor as it last ran on, and, depending on
resource utilization, will broaden its search out to the other processor on the
POWERS chip, then to another chip on the same MCM, then to a chip on another
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MCM. The goal of processor affinity is to try to keep a thread close to its data and
to optimize the use of the caches.

System monitoring and statistics

The sharing of systems resources, such as with micro-partitions and SMT
challenges the traditional AIX 5L performance collection and reporting tools. The
POWERS architecture introduced a new register (in each core): the Processor
Utilization Resource Register (PURR). This register provides the partition with an
accurate cycle count to measure activity during time slices dispatched on a
physical processor.

The PURR and the performance collection and reporting tools are discussed in
5.5, “Monitoring a virtualized environment” on page 321.

Monitoring Hypervisor hcalls

AIX 5L Version 5.3, provides the 1parstat and mpstat commands to display the
Hypervisor and virtual processor affinity statistics. These commands are
discussed in detail in 5.5, “Monitoring a virtualized environment” on page 321.

2.6.2 POWER Hypervisor and virtual 1/0

The POWER Hypervisor does not own any physical I/O devices nor does it
provide virtual interfaces to them. All physical I/O devices in the system are
owned by logical partitions.

Note: Shared I/O devices are owned by the Virtual I/O Server, which provides
access to the real hardware upon which the virtual device is based.

To support virtual /0, the POWER Hypervisor provides:
» Control and configuration structures for virtual adapters
» Controlled and secure access to physical I/O adapters between partitions

» Interrupt virtualization and management

I/O types supported
Three types of virtual I/O adapters are supported by the POWER Hypervisor:

» SCSI
» Ethernet
» System Port (virtual console)
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Note: The Virtual I/O Server supports optical devices. These are presented to
client partitions as a virtual SCSI device.

Virtual I/0 adapters are defined by system administrators during logical partition
definition. Configuration information for the virtual adapters is presented to the
partition operating system by the system firmware.

Virtual SCSI is covered in detail in 2.9, “Virtual SCSI introduction” on page 89;
virtual Ethernet and the shared Ethernet adapter is discussed in 2.8, “Virtual and
Shared Ethernet introduction” on page 70.

2.6.3 System port (virtual TTY/console support)

Each partition needs to have access to a system console. Tasks such as
operating system install, network setup, and some problem analysis activities
require a dedicated system console. The POWER Hypervisor provides virtual
console using a virtual TTY or serial adapter and a set of Hypervisor calls to
operate on them.

Depending on the system configuration, the operating system console can be
provided by the Hardware Management Console (HMC) virtual TTY, or from a
terminal emulator connected to physical system ports on the system’s service
processor.

2.7 Software licensing in a virtualized environment

In an effort to expand on demand offerings, being consistent with the deployment
and adoption of tools to virtualize the IBM System p platforms, IBM and several
independent software vendors (ISVs) have considered new licensing methods to
better fit client needs when consolidating business applications along with
required middleware in virtualized environments.

2.7.1 IBM i5/0S licensing

54

Clients who want to run i5/OS on IBM System p must acquire license
entitlements for i5/0S, which is priced and licensed on a per processor basis.
Program licensing (such as processor counting methodology, aggregation, and
transferability) terms for i5/0S are the same on System p servers as on System i
servers.

There is an upper limit to the number of i5/0S processor licenses to share
between partitions that the client can entitle and run on a System p platform. An
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p5-570 can run up to one processor license of i5/0S and Models 590 and 595
can run up to two processor licenses of i5/0S.

The rest of this section covers the main aspects about software licensing for
System p systems configured with IBM AIX 5L and Linux operating systems. For
more information about software licensing for i5/0S partitions on an IBM System
p system, contact your IBM sales representative.

2.7.2 Software licensing methods for UNIX operating systems

Although a discussion of software licensing on a per-server basis is not part of
this redbook, we should mention that the term server is defined by the ISV for
licensing purposes. In most cases, since each partition has its own operating
system and hardware resources (either partition with dedicated processors or
micro-partition), the partition where the software is installed is considered the
server. In this case, the software is charged one time for each partition where it is
installed and running, independently of the processors in the partition.

Many of the new licensing methods are offered on a per-processor basis, so it is
important to determine the quantity of processors in which the software is
running to determine the licensing requirements of such software, either physical
or virtual processors, to determine software charges. The rest of this section
applies only for per-processor based licensing methods.

Clients should use the quantity of active processors declared by IBM in an IBM
System p5 server as the cores to license in a per-processor basis. For example,
if IBM configures a p5-570 to have eight installed processors, six of them active,
the p5-570 should have six active cores for licensing purposes from a total of
eight installed cores, regardless the quantity of chips or processors cards.

2.7.3 Licensing factors in a virtualized system

Clients planning for the purchase of software for a partitioned IBM System p
platform should understand the drivers for licensing, since charges depend on
the way the processors in the system are used by the operating systems.

Active processors and hardware boundaries

In a per-processor basis, the boundary for licensing is the quantity of active
processors in the system (assigned and unassigned), since only active
processors can be real engines for software. It works for any type of
per-processor based software.
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Most ISVs consider partitions with dedicated processors on an System p
platform as independent servers. In this case, software licenses must be
obtained for all processors in a partition and for all partitions where the software
is installed. IBM uses this classification for partitions with dedicated processors
for selected IBM software.

The quantity of processors for a certain partition can vary over the time because
of dynamic LPAR operations, but the overall licenses should equal or exceed the
total number of processors using the software at a time.

Unassigned processors and dedicated partitions

In a system with only dedicated partitions (no shared processor pool because no
APV is activated in the system), active processors in the unassigned pool can
increase the quantity of processors for software in a partition if they are added,
even temporarily, when assigned with dynamic LPAR operations. Clients should
note that ISVs can require licenses for the maximum number of processors for
each of the partitions where the software is installed (the maximum quantity of
processors in the partition profile).

IBM charges for the quantity of processors in a partition with dedicated
processors, even temporary ones with dynamic LPAR operations. Since the
licenses are purchased as one-time charges, IBM software licensing is
incremental. For example, a client can install an AlIX 5L partition on a system with
three processors for DB2® from a pool of eight active processors (no more
partitions with AIX 5L and DB2), later increases that partition with two more
processors, and later releases one processor from the partition; in this case, the
client has incremental licensing starting with three processors for AIX 5L and
DB2, then needs to add licenses for two more processors for both AIX 5L and
DB2, for a total of five processor licenses.

Processors with Capacity Upgrade on Demand
Processors in the CUoD pool do not count for licensing purposes until:

» They become temporarily or permanently active as part of the shared
processor pool in systems with Advanced POWER Virtualization.

» They become temporarily or permanently active and assigned in systems with
no Advanced POWER Virtualization.

Clients can provision licenses of selected IBM software for temporary use on
their systems. Such licenses can be used on a per-processor/day basis to align
with the possible temporary use of CUoD processors in existing or new AIX 5L or
Linux partitions. For example, temporary AIX 5L based software licenses can be
used either for active processors (unassigned processors in systems with no
APV), new partitions (created from unassigned processors or from the shared
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processor pool in systems with APV), permanent activated CUoD processors, or
temporary activated On/Off processors.

For more information about processors on demand On/Off, refer to 2.4.3,
“Capacity Upgrade on Demand” on page 40.

Processors in the shared processor pool

All the processors that become active and non-dedicated are part of the shared
processor pool; thus, the quantity of processors in the shared processor pool
equals the quantity of active non-dedicated processors in the system.

Entitled capacity for micro-partitions

The entitled capacity is the real capacity in terms of computing power that a
partition is given even when it starts up or by executing dynamic LPAR operations
when running. The entitled capacity applies only at runtime and is the
guaranteed amount of processing units a micro-partition can consume. There are
two ways to define a shared processor partition: capped and uncapped mode.

For a capped micro-partition, the entitled capacity is also the maximum
processing power the partition can use and its first value was given at start up.
Keep in mind that with dynamic LPAR operations, it is possible to add processing
units to the entitled capacity depending on both system resources in the shared
processor pool and the maximum quantity of processing units allowed for the
partition.

For an uncapped micro-partition, the entitlement capacity given to the partition is
not limiting the access to processing power. An uncapped micro-partition can use
more than the entitled capacity when there are free resources in the shared
processor pool. The limiting factor for uncapped micro-partition is the number of
defined virtual processors. The micro-partition can use as many as there are
physical processors in the shared processor pool, since each virtual processor is
dispatched to a physical processor at a time.

Virtual processors for micro-partitions

The virtual processors are created for the operating systems of micro-partitions
to enable the mechanism that shares physical processors in the shared
processing pool between such micro-partitions. The operating system in a
micro-partition handles virtual processors as discrete entities (system objects)
and the hardware dispatches the virtual processors to physical processors in a
time-share basis.
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When a partition is running as uncapped and exceeds the maximum quantity of
processing units, there is a higher probability that their virtual processors get
dispatched to physical processors simultaneously. So, for a single uncapped
micro-partition, the maximum quantity of virtual processors running on the
physical processors of the shared pool at a point of time is the lowest between
the number of virtual processors and physical processors in the shared pool.

Entitled capacity versus virtual processors

From the definitions, the maximum computing power given to the software that
should be licensed in a capped micro-partition is always the entitlement capacity.
It is expandable to the maximum quantity of processing units defined in the
micro-partition profile. The entitled capacity becomes the driver to license
software for a capped micro-partition and can be measured for auditing purposes
to determine the real use of the system and calculate possible requirements of
additional licensing.

For uncapped micro-partitions, the maximum computing power given to a
software program depends on the number of virtual processors in the operating
system and the number of physical processors in the shared processor pool. So,
the number of virtual processors becomes the driver to license software for
uncapped micro-partitions, the maximum being the number of physical
processors in the shared pool.

Figure 2-11 on page 59 shows the boundaries for per-processor software
licensing.
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Figure 2-11 Boundaries for software licensing on a per-processor basis

2.7.4 License planning and license provisioning of IBM software

Clients acquiring IBM software licensed on a per-processor basis should
consider the following licensing criteria (for non-IBM software, users should
contact the respective ISV sales representative):

>

IBM AIX 5L and selected pSeries software programs are licensed
per-processor and licenses are required only for those partitions where the
AlX operating system and IBM programs are installed.

IBM AIX 5L and selected pSeries software programs may offer
per-processor/day licensing for temporary use.

Linux distributions have their own licensing methods and licenses are
required only for those partitions where the operating system is installed.

The Advanced POWER Virtualization software (VIO and PLM) is licensed
per-processor and licenses are required for all the systems.

The Advanced POWER Virtualization software (VIO and PLM) apply for
per-processor/day licensing for temporary use and licenses are required in
the activation of CUoD On/Off processors.
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» Selected IBM software programs eligible under IBM Passport Advantage®
and licensed on a per-processor basis may qualify for Sub-Capacity terms, so
licenses are required only for those partitions where the programs are
installed. To be eligible for Sub-Capacity terms, the client must agree to the
terms of the IBM International Passport Advantage Agreement Attachment for
Sub-Capacity Terms.

» At the time of writing, selected IBM System p software programs and IBM
software programs are eligible for temporary On/Off. To be eligible for On/Off
Capacity Upgrade on Demand pricing, clients must be enabled for temporary
capacity on the corresponding hardware, and the required contract,
Amendment for iSeries and pSeries Temporary Capacity Upgrade on
Demand Software, must be signed prior to use.

» For IBM AIX 5L and selected IBM software, program licenses can be shared
between capped micro-partitions (the only type of partitions with fractions of a
processor for licensing); thus, several micro-partitions using the IBM software
with an aggregate capacity in terms of processing units (planned capacity at
software installation, entitled capacity at runtime) can use less processor
licenses than if considered separately.

Note: At the time of writing, processor license sharing applies only to AIX 5L,
HACMP™, and selected IBM programs, and only for capped micro-partitions
in the shared processor pool. Other AlX 5L related IBM programs may apply
for license sharing. Contact your IBM sales representative for the current
status of selected AlX 5L-related IBM products that apply for license sharing
between capped micro-partitions

Only selected IBM software for the System p are eligible for on demand licensing.
When planning for software charge in a per-processor basis for the systems, the
client should also differentiate between:

Initial planned licensing
The client calculates the base license entitlements based
on the licensing rules and the drivers for licensing
(everything except entitlement capacity for operating
systems). The client purchases processor licenses based
on the planned needs, and the maximum is the number of
active processors in the system. The client can also
purchase temporary On/Off licenses of selected pSeries
related software.

Additional licensing The client checks the real usage of software licenses and
planned needs and calculates the additional license
entittements (temporary On/Off licenses also) based on
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the licensing rules and the drivers for licensing (including
entitlement capacity for operating systems).

On demand licensing

The client contacts IBM or a Business Partner for the
submission of a Passport Advantage Program enroliment.
The client follows the procedures of the licensing method
(sub-capacity licensing for selected IBM Passport
Advantage eligible programs) and establishes a
monitoring system with IBM Tivoli® License Manager for
IBM software. IBM is notified about the usage of software
licenses and the client is notified by IBM to adjust the
license entitlements when apply.

For the initial license plan, the client can use the following approach, as
summarized in Figure 2-12 on page 62:

1.

Determine the quantity of processors that need software licenses for
dedicated partitions (plan between desired and maximum).

Determine the quantity of processor units that need software licenses for
capped micro-partitions (plan between desired and maximum). Round
processor units to next integer value. Verify if the software program allows for
processor license sharing.

Determine the quantity of virtual processors that need software licenses for
uncapped micro-partitions (plan between desired and maximum number of
VPs and processors in the shared pool).

Sum individual processor quantities (integer processor units for capped
micro-partitions, number of virtual processors for uncapped micro-partitions)
and take the lowest between the sum and processors in the shared pool.

Sum planned licenses for dedicated partitions and planned licenses for the
shared pool and take the lowest between the sum and planned active
processors (active at installation plus CUoD activations).
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Figure 2-12 Example of initial licensing planning

2.7.5 Sub-capacity licensing for IBM software

62

Sub-capacity licensing allows for the licensing of a software program for use on
less than the full processor capacity of the System p5 systems when the software
program is used within two or more partitions.

Sub-capacity licensing allows a client to benefit from hardware partitioning that
includes advanced IBM virtualization capabilities, such as shared processor
pools, Micro-Partitioning (allowing for processor license sharing), and dynamic
reallocation of resources with flexible software licensing support.

The following are important considerations for sub-capacity licensing of IBM
software:

» The sub-capacity licensing program applies to selected IBM Passport
Advantage programs licensed on a per-processor basis.

» The client agrees to the terms of an attachment to their International Passport
Advantage Agreement and submits a Passport Advantage Enroliment Form
to IBM or Business Partner.

» The client must use IBM Tivoli License Manager for IBM Software to monitor
program use and submit to IBM an IBM a use report each calendar quarter.

» At the time of this writing, System p5 software is not required to be monitored
by ITLM.
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IBM Tivoli License Manager (ITLM) allows the program to monitor the use of
processor licenses in all the partitions where the monitored IBM software
program is installed (partitions with dedicated processors, and capped and
uncapped micro-partitions).

For the partitions in the System p5 server where it is installed, ITLM monitors the
overall usage of processor licenses, detects changes in system configuration
from dynamic LPAR operations and CUoD and CUoD On/Off processor
activations, and notifies IBM periodically about such changes and differences in
licensing. Since IBM software program licenses are incremental, the client is
required to purchase additional IBM software licenses when the use has
exceeded the overall entitlement license capacity (Figure 2-13).

For capped micro-partitions, ITLM becomes the tool that constantly measures
the entitlement capacity of the operating systems and allows you to match the
initial licensing provisioning versus the real consumption in the shared
processing pool.

Enable tracking of use-based pricing model

4 IBM )
~ cusToMER )
—
) N~ —
EDI - |
@ Place product order Sales / Business Partners D p{ Entitiement Report
FAX Database L
@ Install use-based product -~
@ Install ITLM for IBM SW <<
N\ M~
sw @ Register Admin Server 1% > IBM " License .
me“d (® Submit quarterly ® ITLM || Web ] aréaeg,f;?e“ = Report
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\/_
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\ 5D @ / Go to step &
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use level [ " )
—— compliance
entitlement process
. Quote for
Sales / Business Partners - .
extra capacity _ \ /

Figure 2-13 IBM Tivoli License Manager role in compliance

For additional information about terms and conditions for sub-capacity licensing
of selected IBM software for your geography, contact your IBM representative or
visit:

http://www.ibm.com/software/passportadvantage
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For more information about the use of IBM Tivoli License Manager to monitor
IBM software, refer to Introducing IBM Tivoli License Manager, SG24-6888.

Table 2-4 has a summary of the main features of selected IBM software for

System p5 systems.

Table 2-4 Selected IBM software programs and licensing features

IBM software program

Entire
system
(active
CPUs)

CUoD On/Off
(temporary)

Shared
processor
licenses

Subcapacity
licensing
contract

VIO V1.1,V1.2,V1.3

X

PLM V1

AIX 5L V5.2 and V5.3

Performance AIDE V3

GPFS™ V21

HACMP V5.2 and V5.3

LoadLeveler® V3

Parallel Environment for AIX V4

Parallel ESSL for Linux pSeries V31

Parallel ESSL for AIX V3

CSM V1

ESSL V4

Lotus® Domino® V6.5

XXX XXX X)X X X X XX

TXSeries® V5.0

WebSphere® MQ V5.3 and V6.0

x

WebSphere MQSeries® Workflow
V3.5 and V3.6

x

WebSphere Application Server V5.0,
V5.1, V6.0

WebSphere Data Interchange V3.2

WebSphere Everyplace® Connection
Manager without WAP V5.1

WebSphere Business Integration
Event Broker V5.0

WebSphere Business Integration
Message Broker V5.0

WebSphere Business Integration
Message Broker with Rules and
Formatter Extension V5.0

WebSphere Business Integration
Server Foundation, V5.1

WebSphere Portal Enable for

Multiplatforms V5.0, V5.1
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IBM software program Entire CUoD On/Off | Shared Subcapacity
system (temporary) processor licensing
(active licenses contract
CPUs)

WebSphere Portal Extend for - X X X

Multiplatforms V5.0, V5.1

WebSphere InterChange Server V4.3 - X X X

DB2 Data Links Manager V8.2 - X X X

DB2 Net Search Extender V8.2 - X X X

DB2 UDB Data Warehouse = X X X

Enterprise Edition V8.2

DB2 UDB Enterprise Server Edition = X X X

V8.2

2.7.6 IBM software licensing

The following scenarios can help you understand how to license System p5
software based on your needs. It should be noted that software licensing is a

client responsibility.

Table 2-5 on page 66 shows license planning for a 16-core, with 14 active

processors system. In this case, the partitions DLPAR1, DLPAR2, DLPARS5, and
DLPARSG have direct estimations for planned processor licenses. The partitions
DLPAR3 and DLPAR4 are capped micro-partitions and their licensing depend on
runtime processing units usage; thus, the client plans licenses to exceed real
future needs and to take advantage of sharing processor licenses for selected
IBM software (AIX 5L, HACMP, and IBM software under sub-capacity licensing
contract).

To qualify for this license plan, the client agrees to the IBM International Passport
Advantage Agreement Attachment for Sub-Capacity Terms, signs the
Sub-capacity licensing program, and installs ITLM to monitor the use of software
licenses.

In the example, there is a high probability of running out of software licenses for
capped micro-partition DLPAR3 because the estimation of one processor license
and a maximum of two processor licenses based on the maximum number of
processing units in the partition profile.
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Table 2-5 Licensing estimation for initial purchasing of processor licenses

DLPAR1

DLPAR2

DLPAR3

DLPAR4

DLPARS

DLPARG6

CUoD
(inactive)

Operating
system

AIX 5L V5.3

Linux

AIX 5L V5.3

AIX 5L
V5.3

Linux

AIX 5L V5.3

N/A

Additional
IBM
System p5
software

HACMP

HACMP

HACMP

Additional
IBM
software

DB2

DB2

DB2/
WebSphere
Application
Server

Domino

WebSphere
Application
Serve

Partition
type

Dedicated

Dedicated

Micro

Micro

Micro

Micro

Physical
processors

Maximum
virtual
processors
used

N/A

N/A

Capped /
uncapped

N/A

N/A

Capped

Capped

Uncapped

Uncapped

Maximum
processing
units

N/A

N/A

2.0

3.0

5.0 (VPs)

7.0 (Pool)

Estimated
entitled
capacity

N/A

N/A

0.8

1.4

2.4

2.4

Estimated
processors
for licenses

1-2

2-3

Client
planned
processor
licenses

AIX
processor
licenses =
11+1

Roundup(0.8+1.4)=3

1 On/Off

HACMP
processor
licenses =
7+1

Roundup(0.8+1.4)=3

1 On/Off

DB2
processor
licenses = 8
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DLPAR1

DLPAR2

DLPAR3

DLPAR4

DLPARS

DLPARG6

CUoD
(inactive)

WebSphere
Application
Server
processor
licenses=6
+1

1 On/Off

Domino
processor
licenses =
14

14
(system)

Table 2-6 shows the same pSeries configuration six months later. At that time,
several events occur:

» The system dynamically adjusts entitiement capacities for micro-partitions.

» The client changes several partition system profiles.

» Dynamic LPAR operations move processing units between partitions and
On/Off software licenses are not exhausted.

» The client decides to permanently activate one processor to improve overall
performance for micro-partitions. One inactive processor still has On/Off
licenses.

» IBM Tivoli License Manager monitors and reports licensing changes.

» The client installs WebSphere Application Server on partition DLPARA4.

Table 2-6 Example of licensing for an installed system

DLPAR1 DLPAR2 DLPAR3 DLPAR4 DLPAR5 DLPAR6 CUoD
(inactive)
Operating AIX 5L Linux AIX 5L V5.3 AIX 5L V5.3 Linux AIX 5L N/A
system V5.3 V5.3
Additional HACMP HACMP HACMP
System p5
software
Additional DB2 DB2 DB2/ Domino / WebSphere
IBM WebSphere WebSphere Application
software Application Application Server
Server Server
Partition Dedicated Dedicated | Micro Micro Micro Micro
type
Physical 4 3 8 1
processors
Realuseof | 4+1 3 8+1 On/Off
physical On/Off
processors
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DLPAR1

DLPAR2

DLPAR3

DLPAR4

DLPARS

DLPAR6

CUoD
(inactive)

Maximum
virtual
processors
used

N/A

N/A

10

Capped /
uncapped

N/A

N/A

Capped

Capped

Uncapped

Uncapped

Maximum
processing
units

N/A

N/A

2.0

3.0

5.0 (VPs)

9.0 (Pool)

Maximum
real
entitled
capacity

N/A

N/A

2.2

4.2

3.4

Used
processors
for non
shared
processor
licenses

Required
AlX shared
processor
licenses =
14

Roundup(1.7+2.2)=4

Client AIX
processor
licenses =
13+1

1 On/Off

Required
HACMP
processor
licenses =
9

Roundup(1.7+2.2)=4

Client
HACMP
processor
licenses =
8 +1

1 On/Off

Reported
shared
processor
licenses
ITLM for
DB2 =10,
Client DB2
licenses =
10
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DLPAR1 DLPAR2 DLPAR3 DLPAR4 DLPARS DLPAR6 CUoD

(inactive)

Reported
shared
processor
licenses
ITLM for
WAS =9,
ClientWAS
licenses =
9+1

Roundup(1.7+2.2)=4 5 1 On/Off

Client
Domino
processor
licenses =
15

15 (system)

2.7.7 Linux operating system licensing

License terms and conditions of Linux operating system distributions are
provided by the Linux distributor, but all base Linux operating systems are
licensed under the GPL. Distributor pricing for Linux includes media,
packaging/shipping, and documentation costs, and they may offer additional
programs under other licenses as well as bundled service and support.

IBM offers the ability to accept orders and payment for Novell SUSE LINUX and
Red Hat, Inc. Linux distributions for the System p5 systems. This includes
shipping program media with initial System p5 system orders. Clients or
authorized business partners are responsible for the installation of the Linux OS,
with orders handled pursuant to license agreements between the client and the
Linux distributor.

Clients should consider the quantity of virtual processors in micro-partitions for
scalability and licensing purposes (uncapped partitions) when installing Linux in
a virtualized System p5 system.

Each Linux distributor sets its own pricing method for their distribution, service,
and support. Consult the distributor’s Web site for information or visit:

http://www.novell.com/products/server/
https://www.redhat.com/software/rhel/compare/server/
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2.8 Virtual and Shared Ethernet introduction

Virtual Ethernet enables inter-partition communication without the need for
physical network adapters assigned to each partition. Virtual Ethernet allows the
administrator to define in-memory connections between partitions handled at
system level (POWER Hypervisor and operating systems interaction). These
connections exhibit characteristics similar to physical high-bandwidth Ethernet
connections and support the industry standard protocols (such as IPv4, IPv6,
ICMP, or ARP). Shared Ethernet enables multiple partitions to share physical
adapters for access to external networks.

Virtual Ethernet requires an IBM System p5 or IBM eServer p5 with either AIX 5L
Version 5.3 or the appropriate level of Linux and a Hardware Management
Console (HMC) or Integrated Virtualization Manager (IVM) to define the virtual
Ethernet devices. Virtual Ethernet does not require the purchase of any
additional features or software, such as the Advanced POWER Virtualization
feature, which is needed for Shared Ethernet Adapters and Virtual I/O Servers.

The concepts of Virtual and Shared Ethernet on System p5 are introduced in the

following sections:

» A general overview of Virtual LAN concepts and its use with AIX 5L is given.

» Inter-partition networking with virtual Ethernet on System p5 is introduced.

» Sharing of physical Ethernet adapters on System p5 to allow multiple
partitions to access external networks is explained.

This completes the introduction of basic Virtual and Shared Ethernet concepts
and is applied to an example.

2.8.1 Virtual LAN

70

This section discusses the general concepts of Virtual LAN (VLAN) technology.
Specific reference to its implementation within AIX 5L is given after emphasizing
the benefits of VLANS.

Virtual LAN overview

Virtual LAN is a technology used for establishing virtual network segments, also
called network partitions, on top of physical switch devices. A Virtual LAN is a
layer-2 (L2) concept, so it operates below TCP/IP. If configured appropriately, a
single switch can support multiple VLANs, and a VLAN definition can also
straddle multiple switches. VLANs on a switch can be disjunct or overlapping
regarding the switch-ports assigned to them.
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Typically, a VLAN is a single broadcast domain that enables all nodes in the
VLAN to communicate with each other without any routing (L3 forwarding) or
inter-VLAN bridging (L2 forwarding). For TCP/IP, this means that all node’s
interfaces in the same VLAN typically share the same IP subnet/netmask and
can resolve all IP addresses on this VLAN to MAC addresses by using the
Address Resolution Protocol (ARP). Even if a VLAN spans multiple switches,
from the TCP/IP point-of-view, all nodes on the same VLAN can be reached with
a single hop. This is in contrast to communication with nodes in other VLANS:
their IP addresses cannot (and need not) be resolved by ARP, because these
nodes are reached by making an additional hop through an L3 router (which
UNIX administrators sometimes refer to as a gateway).

In Figure 2-14 on page 72, two VLANs (VLAN 1 and 2) are defined on three
switches (Switch A, B, and C). There are seven hosts (A-1, A-2, B-1, B-2, B-3,
C-1, and C-2) connected to the three switches. The physical network topology of
the LAN forms a tree, which is typical for a non-redundant LAN:

» Switch A

Node A-1
Node A-2
Switch B

¢ Node B-1
* Node B-2
¢ Node B-3
Switch C

* Node C-1
¢ Node C-2

In many situations, the physical network topology has to take into account the

physical constraints of the environment, such as rooms, walls, floors, buildings,
and campuses, to name a few. But VLANs can be independent of the physical
topology:

» VLAN 1
— Node A-1
— Node B-1
— Node B-2
— Node C-1
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» VLAN2

— Node A-2

— Node B-3

— Node C-2
Although nodes C-1 and C-2 are physically connected to the same switch C,
traffic between two nodes can be blocked. To enable communication between

VLAN 1 and 2, L3 routing or inter-VLAN bridging would have to be established
between them; this would typically be provided by an L3 device, for example, a

router or firewall plugged into switch A.
Switch B
Q Node B-1

N

Switch A

\F 7 O

VLAN 2

Figure 2-14 Example of a VLAN
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Consider the uplinks between the switches: they carry traffic for both VLANS, 1
and 2. Thus, there has to be only one physical uplink from B to A, not one per
VLAN. The switches will not be confused and will not mix-up the different VLANS’
traffic, because packets travelling through the trunk ports over the uplink will have
been tagged appropriately.

Virtual LAN benefits

The use of VLAN technology provides more flexible network deployment over
traditional network technology. It can help overcome physical constraints of the
environment and help reduce the number of required switches, ports, adapters,
cabling, and uplinks. This simplification in physical deployment does not come for
free: the configuration of switches and hosts becomes more complex when using
VLANSs. But the overall complexity is not increased; it is just shifted from physical
to virtual.

VLANSs also have the potential to improve network performance. By splitting up a
network into different VLANSs, you also split up broadcast domains. Thus, when a
node sends a broadcast, only the nodes on the same VLAN will be interrupted by
receiving the broadcast. The reason is that normally broadcasts are not
forwarded by routers. You have to keep this in mind, if you implement VLANs and
want to use protocols that rely on broadcasting, such as BOOTP or DHCP for IP
auto-configuration.

It is also common practice to use VLANSs if Gigabit Ethernet’s Jumbo Frames are
implemented in an environment, where not all nodes or switches are able to use
or compatible with Jumbo Frames. Jumbo Frames allow for a MTU size of 9000
instead of Ethernet’s default 1500. This may improve throughput and reduce
processor load on the receiving node in a heavy loaded scenario, such as
backing up files over the network.

VLANS can provide additional security by allowing an administrator to block
packets from a domain to another domain on the same switch, therefore
providing an additional control on what LAN traffic is visible to specific Ethernet
ports on the switch. Packet filters and firewalls can be placed between VLANS,
and Network Address Translation (NAT) could be implemented between VLANS.
VLANSs can make the system less vulnerable to attacks.

AIX 5L virtual LAN support
Some of the technologies for implementing VLANS include:

» Port-based VLAN

» Layer-2 VLAN

» Policy-based VLAN
» |EEE 802.1Q VLAN
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VLAN support in AIX 5L is based on the IEEE 802.1Q VLAN implementation. AlX
5L can be used with port-based VLAN too, but this is completely transparent to
AIX 5L. VLAN support is not special to Advanced POWER Virtualization on IBM

System p5, but available on all IBM System p servers with the appropriate level
of AIX 5L.

The IEEE 802.1Q VLAN support is achieved by letting the AIX 5L VLAN device
driver add a VLAN ID tag to every Ethernet frame, as shown in Figure 2-15, and
the Ethernet switches restricting the frames to ports that are authorized to
receive frames with that VLAN ID.

To and from application
or higher-level protocols

+
<
5 data a chunk of data
s
—
| |
__________________ |l e ———— T
| |
[ |
[sp}
o} data
a IP- header an IP packet
payload (max. 1500 bytes)
| |
____________ e e — R
| |
| 1
Ethernet IP- header data o an untagged
header 5 ethernet frame
payload (max. 1518 bytes)
N 14 bytes |
% | |
| |
| |
IP- header data
Ethernet 2| atagged ethernet frame
header ©
(max. 1522 bytes)
payload
18 bytes o = 4 bytes
= o
8 2

To and from an VLAN tagged
port on an Ethernet switch

Figure 2-15 The VID is placed in the extended Ethernet header
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The VLAN ID is placed in the Ethernet header and constitutes no additional
header. To be able to do this, the Ethernet frame size for tagged frames was
increased from 1518 bytes to 1522 bytes and the Ethernet header format was
slightly modified with the introduction of IEEE802.1Q. Thus, in contrast to, for
example, Point-to-Point-Protocol-over-Ethernet (PPPoE), which is commonly
used for xDSL with a MTU of 1492, you do not have to care about reducing the
TCP/IP’s MTU of 1500 with respect to VLAN ID tagging.

Note: You do not have to reduce the TCP/IP default MTU size of 1500 for
Ethernet due to the additional 4 bytes introduced by IEEE 802.1Q VLANSs.

Attention: If you increase the TCP/IP’s MTU size for virtual Ethernet that are
implemented by the POWER Hypervisor, as introduced in 2.8.2,
“Inter-partition networking with virtual Ethernet” on page 79, you must take the
additional 4 bytes introduced by IEEE 802.1Q VLANSs into account: the
maximum MTU is 65394 without VLANs and 65390 bytes with VLANSs. This is
due to a limit of 65408 bytes for virtual Ethernet frames transmitted through
the POWER Hypervisor. (The Ethernet headers are 14 and 18 bytes
respectively, but there is no need for the 4 byte CRC in the POWER
Hypervisor).

A port on a VLAN-capable switch has a default Port virtual LAN ID (PVID) that
indicates the default VLAN the port belongs to. The switch adds the PVID tag to
untagged packets that are received by that port. In addition to a PVID, a port may
belong to additional VLANs and have those VLAN IDs assigned to it that indicate
the additional VLANs the port belongs to.

» A switch port with a PVID only is called an untagged port.
Untagged ports are used to connect VLAN-unaware hosts.

» A port with a PVID and additional VIDs is called a tagged port.
Tagged ports are used to connect VLAN-aware hosts.

VLAN-aware means that the host is IEEE 802.1Q compatible and can interpret
VLAN tags, and thus can interpret them, add them, and remove them from
Ethernet frames. A VLAN-unaware host could be confused by receiving a tagged
Ethernet frame. It would drop the frame and indicate a frame error.

Receiving packets on a tagged port
A tagged port uses the following rules when receiving a packet from a host:

1. Tagged port receives an untagged packet:
The packet will be tagged with the PVID, then forwarded.
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2. Tagged port receives a packet tagged with the PVID or one of the assigned
VIDs:

The packet will be forwarded without modification.

3. Tagged port receives a packet tagged with any VLAN ID other than the PVID
or assigned additional VIDs:

The packet will be discarded.

Thus, a tagged port will only accept untagged packets and packets with a VLAN
ID (PVID or additional VIDs) tag of these VLANSs that the port has been assigned
to. The second case is the most typical.

Receiving packets on an untagged port

A switch port configured in the untagged mode is only allowed to have a PVID
and will receive untagged packets or packets tagged with the PVID. The
untagged port feature helps systems that do not understand VLAN tagging
(VLAN unaware hosts) to communicate with other systems using standard
Ethernet.

An untagged port uses the following rules when receiving a packet from a host:
1. Untagged port receives an untagged packet:

The packet is tagged with the PVID, then forwarded.
2. Untagged port receives a packet tagged with the PVID:

The packet is forwarded without modification.

3. Untagged port receives a packet tagged with any VLAN ID other than the
PVID:

The packet is discarded.

The first case is the most typical; the other two should not occur in a properly
configured system.

After having successfully received a packet over a tagged or untagged port, the
switch internally does not need to handle untagged packets any more, just
tagged packets. This is the reason why multiple VLANs can easily share one
physical uplink to a neighbor switch. The physical uplink is being made through
trunk ports that have all the appropriate VLANs assigned.
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Sending packets on a tagged or untagged port

Before sending a packet out, the destination ports of the packet must be
determined by the switch based on the destination MAC address in the packet.
The destination port must have a PVID or VID matching the VLAN ID of the
packet. If the packet is a broadcast (or multicast), it is forwarded to all (or many)
ports in the VLAN, even using uplinks to other switches. If no valid destination
port can be determined, the packet is simply discarded. Finally, after internally
forwarding the packet to the destination switch ports, before sending the packet
out to the receiving host, the VLAN ID may be stripped-off or not, depending on
the port-type:

» Tagged port sends out a packet:

The PVID or VID remains tagged to the packet.
» Untagged port sends out a packet:

The PVID is stripped from the packet.

Therefore, tagged and untagged switch ports behave similar with respect to
receiving packets, but they behave different with respect to sending packets out.

Ethernet adapters and interfaces in AIX 5L
AIX 5L differentiates between a network adapter and network interface:

Network adapter Represents the layer-2 device, for example, the Ethernet
adapter ent0 has a MAC address, such as
06:56:C0:00:20:03.

Network interface Represents the layer-3 device, for example the Ethernet
interface en0 has an IP address, such as 9.3.5.195.

Typically, a network interface is attached to a network adapter, for example, an
Ethernet interface en0 is attached to an Ethernet adapter ent0. There are also
some network interfaces in AIX 5L that are not attached to a network adapter, for
example, the loopback interface 100 or a Virtual IP Address (VIPA) interface, such
as vi0, if defined.

Note: Linux does not distinguish between a network adapter and a network
interface with respect to device naming: there is just one device name for both.
In Linux, a network device ethO represents the network adapter and the
network interface, and the device has attributes from layer-2 and layer-3, such
as a MAC address and an IP address.

When using VLAN, EtherChannel (EC), Link Aggregation, (LA) or Network
Interface Backup (NIB) with AIX 5L, the general concept is that Ethernet adapters
are being associated with other Ethernet adapters, as shown in Figure 2-16 on
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page 78. EtherChannel and Link Aggregation will be explained in more detail in
4.1.2, “Using Link Aggregation or EtherChannel to external networks” on
page 187.

By configuring VLANSs on a physical Ethernet adapter in AIX 5L, for each VLAN
ID being configured by the administrator, another Ethernet adapter representing
this VLAN will be created automatically. There are some slight difference with
regard to what happens to the original adapters: with EC, LA, and NIB, the
member adapters will not be available for any other use, for example, to be
attached to an interface. Contrary to this, when creating a VLAN adapter, the
attached Ethernet adapter will remain in the available state and an interface can
still be attached to it in addition to the VLAN adapter.

If you have one real Ethernet adapter with device name ent0O, which is connected
to a tagged switch port with PVID=1 and VID=100, the administrator will generate
an additional device name ent1 for the VLAN with VID=100. The original device
name ent0 will represent the untagged Port VLAN with PVID=1. Ethernet
interfaces can be put on both adapters: en0 would be stacked on ent0 and en1
on ent1, and different IP addresses will be configured to en0 and en1. This is
shown in Figure 2-16.

AlX host with VLAN AlX host with Link Aggregation

en
{interface)

end
(interface

100

)

ViD=

Ethernet switch

enl ent1 ent3
(interface) (adapter) (adapter)
/ | "--.._‘___ backup
entd entd ent1 ent2
(adapter) (adapter) (adapter) (adapter)
I / I3
single 44~ . 8ppears like multiple | e — — — — e — — — — — .,{‘.__ =, Appear
phys. link |4 2 multiple phys. links ——— e ————— —— ; ~ like single
PVID=1 | tagged | port | | port | | port | | port |
VID=100 port .

Ethernet switch E

II Ethernet switch

Figure 2-16 adapters and interfaces with VLANs (left) and LA (right)
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2.8.2 Inter-partition networking with virtual Ethernet

The POWER Hypervisor firmware implements a IEEE 802.1Q VLAN style virtual
Ethernet switch. Similar to a physical IEEE 802.1Q Ethernet switch it can support
tagged and untagged ports. Because a virtual switch, does not really need ports,
the virtual ports correspond directly to virtual Ethernet adapters that can be
assigned to LPARs from the HMC or IVM. There is no need to explicitly attach a
virtual Ethernet adapter to a virtual Ethernet switch port. But to draw on the
analogy of physical Ethernet switches, a virtual Ethernet switch port is configured
when you configure the virtual Ethernet adapter on the HMC or IVM.

For AIX 5L, a virtual Ethernet adapter is not much different from a real Ethernet
adapter. It can be used:

» To configure an Ethernet interface with an IP address onto it
» To configure VLAN adapters (one per VID) onto it
» As a member of a Network Interface Backup adapter

But it cannot be used for EtherChannel or Link Aggregation

The POWER Hypervisor’s virtual Ethernet switch can support virtual Ethernet
frames of up to 65408 bytes size, which is much larger than what physical
switches support: 1522 bytes is standard and 9000 bytes are supported with
Gigabit Ethernet Jumbo Frames. Thus, with the POWER Hypervisor’s virtual
Ethernet, you can increase TCP/IP’s MTU size to 65394 (= 65408 - 14 for the
header, no CRC) in the non-VLAN-case and to 65390 (= 65408 - 14 - 4 for the
VLAN, again no CRC) if you use VLAN. Increasing the MTU size is good for
performance because it reduces processing due to headers and reduces the
number of interrupts that the device driver has to react on.

2.8.3 Sharing physical Ethernet adapters

There are two approaches to connect a virtual Ethernet, that enables
inter-partition communication on the same server, to an external network:

Routing Layer-3 IP packet forwarding
Bridging Layer-2 Ethernet frame forwarding
Routing

By enabling the IP forwarding capabilities of an AIX 5L or Linux partition with
virtual and physical Ethernet adapters, the partition can act as router.

Figure 2-17 on page 80 shows a sample configuration. The client partitions
would have their default routes set to the partition, which routes the traffic to the
external network.
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Note: In this type of configuration, the partition that routes the traffic to the
external network cannot be the Virtual I/O Server (VIOS), because you cannot
enable IP forwarding from the VIOS command line interface.

The routing approach has the following characteristics:

» It does not require the purchase of the Advanced POWER Virtualization
feature and use of a Virtual I/O Server.

» |P filtering, firewalling, or Quality of Service (QoS) could be implemented on
these routing partitions.

» The routing partitions could also act as endpoints for IPsec tunnels, thus
providing for encrypted communication over external networks for all
partitions, without having to configure IPSec on all partitions.

» High availability can be addressed by implementing more than one such
routing partition and by configuring IP multipathing on the clients, or by
implementing IP address fail over on routing partitions, as discussed in 4.1.3,
“High availability for communication with external networks” on page 189.

AIX router partition client

IP-forwarding
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Figure 2-17 Connection to external network using routing
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Shared Ethernet Adapter

A Shared Ethernet Adapter (SEA) can be used to connect a physical Ethernet
network to a virtual Ethernet network. It also provides the ability for several client
partitions to share one physical adapter. Using a SEA, you can connect internal
and external VLANSs using a physical adapter. The SEA hosted in the Virtual I/O
Server (VIOS) acts as a layer-2 bridge between the internal and external
network.

A SEA is a layer-2 network bridge to securely transport network traffic between
virtual Ethernet networks and real network adapters. The Shared Ethernet
Adapter service runs in the Virtual /O Server. It cannot be run in a general
purpose AIX 5L partition.

Tip: A Linux partition can provide bridging function too by use of the brct1
command.

There are some things to consider on the use of SEA:

» SEA requires the POWER Hypervisor and Advanced POWER Virtualization
feature and the installation of an Virtual 1/0 Server.

» SEA cannot be used prior to AIX 5L Version 5.3, because the device drivers
for virtual Ethernet are only available for AIX 5L Version 5.3 and Linux. Thus,
an AIX 5L Version 5.2 partition will need a physical Ethernet adapter.

The Shared Ethernet Adapter allows partitions to communicate outside the
system without having to dedicate a physical I/O slot and a physical network
adapter to a client partition. The Shared Ethernet Adapter has the following
characteristics:

» Virtual Ethernet MAC addresses of virtual Ethernet adapters are visible to
outside systems (using the arp -a command).

» Unicast, broadcast, and multicast is supported, so protocols that rely on
broadcast or multicast, such as Address Resolution Protocol (ARP), Dynamic
Host Configuration Protocol (DHCP), Boot Protocol (BOOTP), and Neighbor
Discovery Protocol (NDP) can work across a SEA.

In order to bridge network traffic between the virtual Ethernet and external
networks, the Virtual I/O Server has to be configured with at least one physical
Ethernet adapter. One Shared Ethernet Adapter can be shared by multiple virtual
Ethernet adapters and each can support multiple VLANSs. Figure 2-18 on

page 82 shows a configuration example of a SEA with one physical and two
virtual Ethernet adapters. A Shared Ethernet Adapter can include up to 16 virtual
Ethernet adapters that share the physical access.
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Figure 2-18 Shared Ethernet Adapter

external network

A virtual Ethernet adapter connected to the Shared Ethernet Adapter must have
the Access External Networks check box (named the trunk flag in some earlier
releases of the HMC) enabled. Once an Ethernet frame is sent from a virtual
Ethernet adapter on a client partition to the POWER Hypervisor, the POWER
Hypervisor searches for the destination MAC address within the VLAN. If no
such MAC address exists within the VLAN, it forwards the frame to the virtual
Ethernet adapter on the VLAN that has the Access External Networks option
enabled. This virtual Ethernet adapter corresponds to a port of a layer-2 bridge,
while the physical Ethernet adapter constitutes another port of the same bridge.
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Note: A Shared Virtual Adapter does not need to have IP configured to be
able to perform the Ethernet bridging functionality. But it is very convenient to
configure IP on the Virtual I/O Server, because then the Virtual I/O Server can
be reached by TCP/IP, for example, to perform dynamic LPAR operations or to
enable remote login. This can be done either by configuring an IP address
directly on the SEA device, but it is sometimes more convenient to define an
additional virtual Ethernet adapter into the Virtual I/O Server carrying the IP
address and leave the SEA without the IP address, allowing for maintenance
on the SEA without loosing IP connectivity in case SEA failover is configured.
Neither has a remarkable impact on Ethernet performance.

The SEA directs packets based on the VLAN ID tags. One of the virtual adapters
in the Shared Ethernet Adapter on the Virtual I/O Server must be designated as
the default PVID adapter. Ethernet frames without any VLAN ID tags that the
SEA receives from the external network are forwarded to this adapter and
assigned the default PVID. In Figure 2-18 on page 82, it is ent2 that is designated
as the default adapter, so all untagged frames received by ent0 from the external
network will be forwarded to ent2. Since ent1 is not the default PVID adapter,
only VID=2 will be used on this adapter, and the PVID=99 of ent1 is not
important. It could be set to any unused VLAN ID. Alternatively, ent1 and ent2
could also be merged into a single virtual adapter ent1 with PVID=1 and VID=2,
being flagged as the default adapter.

When the SEA receives or sends IP (IPv4 or IPv6) packets that are larger than
the MTU of the adapter that the packet is forwarded through, either IP
fragmentation is performed, or an ICMP packet too big message is returned to
the sender, if the Do not fragment flag is set in the IP header. This is used, for
example, with Path MTU discovery.

Theoretically, one adapter can act as the only contact with external networks for
all client partitions. Depending on the number of client partitions and the network
load they produce, performance can become a critical issue. Because the
Shared Ethernet Adapter is dependent on Virtual I/O, it consumes processor
time for all communications. A significant amount of CPU load can be generated
by the use of virtual Ethernet and Shared Ethernet Adapter.

There are several different ways to configure physical and virtual Ethernet
adapters into Shared Ethernet Adapters to maximize throughput:

» Using Link Aggregation (EtherChannel), several physical network adapters
can be aggregated. Refer to 4.1.2, “Using Link Aggregation or EtherChannel
to external networks” on page 187 for more details.

» Using several Shared Ethernet Adapters provides more queues and more
performance.
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Other aspects that have to be taken into consideration are availability (refer to
4.1.3, “High availability for communication with external networks” on page 189)
and the ability to connect to different networks.

When to use routing or bridging

In a consolidation scenario, where multiple existing servers are being
consolidated on a few systems, or if LPARs are often relocated from one system
to another, bridging is often the preferred choice, because the network topology
does not have to be changed and IP subnets and IP addresses of the
consolidated servers can stay unmodified. Even an existing multiple VLAN
scheme can be bridged.

Routing may be worth a consideration, if, in addition to basic packet forwarding,
additional functions, such as IP filtering, firewalling, QoS Routing, or IPsec
tunneling, should be performed in a central place. Also, if the external network is
a layer-3-switched Ethernet with the dynamic routing protocol OSPF, as found in
many IBM System z9 environments, routing may also be the preferred approach.
For some environments, it may be a consideration, too, that the routing approach
does not require the use of the Virtual I/O Server and the purchase of the
Advanced POWER Virtualization feature.

To summarize, in most typical environments, bridging will be the most
appropriate and even simpler to configure option, so it should be considered as
the default approach.

2.8.4 Virtual and Shared Ethernet configuration example

84

After having introduced the basic concepts of VLANS, virtual Ethernet, and
Shared Ethernet Adapters in the previous sections, this section discusses in
more detail how communication between partitions and with external networks
works, using the sample configuration in Figure 2-19 on page 85.

The configuration is using four client partitions (Partition 1 through Partition 4)
running AIX 5L and one Virtual I/O Server (VIOS). Each of the client partitions is
defined with one virtual Ethernet adapter. The Virtual I/O Server has a Shared
Ethernet Adapter (SEA) that bridges traffic to the external network.
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Figure 2-19 VLAN configuration example

Inter-partition networking
Partition 2 and Partition 4 are using the Port virtual LAN ID (PVID) only. This
means that:

>

>

>

The operating system running in such a partition is not aware of the VLANSs.
Only packets for the VLAN specified as PVID are received.

Packets have their VLAN tagged removed by the POWER Hypervisor before
the partitions receive them.

Packets sent by these partitions have a VLAN tag attached for the VLAN
specified as PVID by the POWER Hypervisor.

In addition to the PVID, the virtual Ethernet adapters in Partition 1 and Partition 3
are also configured for VLAN 10 using a VLAN Ethernet adapter (ent1) and
network interface (en1) created through the smitty vlan command on AIX 5L
(using the vconfig command on Linux). This means that:

>

Packets sent through network interfaces en1 are tagged for VLAN 10 by the
VLAN Ethernet adapter ent1 in AIX 5L.

Only packets for VLAN 10 are received by the network interfaces en1.

Packets sent through en0 are not tagged by AIX 5L, but are automatically
tagged for the VLAN specified as PVID by the POWER Hypervisor.
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» Only packets for the VLAN specified as PVID are received by the network
interfaces en0.

In the configuration shown in Figure 2-19 on page 85, the Virtual I/0O Server
(VIOS) bridges both VLAN 1 and VLAN 10 through the Shared Ethernet Adapter
(SEA) to the external Ethernet switch. But the VIOS itself can only communicate
with VLAN 1 through its network interface en2 attached to the SEA. Because this
is associated with the PVID, VLAN tags are automatically added and removed by
the POWER Hypervisor when sending and receiving packets to other internal
partitions through interface en2.

Table 2-7 summarizes which partitions in the virtual Ethernet configuration from
Figure 2-19 on page 85 can communicate with each other internally through
which network interfaces.

Table 2-7 Inter-partition VLAN communication

Internal VLAN Partition / network interface

1 Partition 1/ en0
Partition 2 / en0
VIOS / en2

2 Partition 3/ en0
Partition 4 / en0

10 Partition 1 / en1
Partition 3 / en1

If the VIOS should be able to communicate with VLAN 10 too, then it would need
to have an additional Ethernet adapter and network interface with an IP address
for VLAN 10, as shown on the left of Figure 2-20 on page 87. A VLAN-unaware
virtual Ethernet adapter with a PVID only, as shown in the left of Figure 2-20 on
page 87, would be sufficient; there is no need for a VLAN-aware Ethernet
adapter (ent4), as shown in the center of Figure 2-20 on page 87. The simpler
configuration with a PVID only would do the job, since the VIOS already has
access to VLAN 1 through the network interface (en2) attached to the SEA
(ent2). Alternatively, you could associate an additional VLAN Ethernet adapter
(ent3) to the SEA (ent2), as shown on the right in Figure 2-20 on page 87.
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Note: Although it is possible to configure multiple IP addresses on a VIOS, it is
recommended to have no more than one, because some commands of the
command line interface make this assumption. Thus, a Virtual I/O Server
should have one IP address or no IP address.

An IP address is necessary on a Virtual I/O Server to allow communication
with the HMC through RMC, which is a prerequisite to perform dynamic LPAR
operations. Thus, we recommend having exactly one IP address on a Virtual
I/O Server, if you want to be able to use dynamic LPAR with the Virtual I/O
Server.

VIOS VIOS
en3 en2 end en2 end
(if.) (if.) (if.) (if.) {if.)
ent3
(VID=
10)
/
ent2 anl47 ent2
(sea) (ViD= (sea)
10)
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Figure 2-20 Adding virtual Ethernet adapters on the VIOS for VLANs

Communication with external networks
The Shared Ethernet Adapter (SEA) of Figure 2-19 on page 85 is configured with
default PVID 1 and default adapter ent1. This means that untagged packets or
packets with VID=1 that are received by the SEA from the external network are
forwarded to adapter ent1. The virtual Ethernet adapter ent1 has the additional
VID 10. Thus, packets tagged with VID 10 will be forwarded to ent1 as well.

The handling of outgoing traffic to the external network depends on the VLAN tag
of the outgoing packets:

» Packets tagged with VLAN 1, which matches the PVID of the virtual Ethernet
Adapter ent1, are untagged by the POWER Hypervisor before they are
received by ent1, bridged to ent0 by the SEA, and sent out to the external
network.
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Packets tagged with a VLAN other than the PVID 1 of the virtual Ethernet
adapter ent1, such as VID 10, are processed with the VLAN tag unmodified.

In the virtual Ethernet and VLAN configuration example of Figure 2-19 on
page 85, partition 1 and partition 2 have access to the external Ethernet through
network interface ent0 using PVID 1.

>

Since packets with VLAN 1 are using the PVID, the POWER Hypervisor will
remove the VLAN tags before these packets are received by ent0 of partition
1 and 2.

Since VLAN 1 is also the PVID of ent1 of the SEA in the Virtual I/O Server,
these packets will be processed by the SEA without VLAN tags and will be
send out untagged to the external network.

Therefore, VLAN-unaware destination devices on the external network will be
able to receive the packets as well.

Partition 1 and Partition 3 have access to the external Ethernet through network
interface en1 and VLAN 10.

»

These packets are sent out by the VLAN Ethernet adapter ent1, tagged with
VLAN 10, through the physical Ethernet adapter ent0.

The virtual Ethernet adapter ent1 of the SEA in the Virtual I/O Server also
uses VID 10 and will receive the packet from the POWER Hypervisor with the
VLAN tag unmodified. The packet will then be sent out through ent0 with the
VLAN tag unmodified.

Therefore, only VLAN-capable destination devices will be able to receive
these.

Partition 4 has no access to the external Ethernet.

Table 2-8 summarizes which partitions in the virtual Ethernet configuration from
Figure 2-19 on page 85 can communicate with which external VLANs through
which network interface.

Table 2-8 VLAN communication to external network

External VLAN Partition / network interface
1 Partition 1/ en0

Partition 2 / en0

VIOS / en2
10 Partition 1/ en1

Partition 3/ en1
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If this configuration must be extended to enable Partition 4 to communicate with
devices on the external network, but without making Partition 4 VLAN-aware, the
following alternatives could be considered:

» An additional physical Ethernet adapter could be added to partition 4.

» An additional virtual Ethernet adapter ent1 with PVID=1 could be added to
Partition 4:

Then Partition 4 would be able to communicate with devices on the external
network using the default VLAN=1.

» An additional virtual Ethernet adapter ent1 with PVID=10 could be added to
Partition 4:

Then Partition 4 would be able to communicate with devices on the external
network using VLAN=10.

» VLAN 2 could be added as additional VID to ent1 of the VIOS partition, thus
bridging VLAN 2 to the external Ethernet, just like VLAN 10:

Then Partition 4 would be able to communicate with devices on the external
network using VLAN=2. This would work only if VLAN 2 is also known to the
external Ethernet and there are some devices on the external network in
VLAN 2.

» Partition 3 could act as a router between VLAN 2 and VLAN 10 by enabling IP
forwarding on Partition 3 and adding a default route via Partition 3 to
Partition 4.

2.8.5 Considerations

For considerations for virtual Ethernet and Shared Ethernet Adapters, refer to
4.1.7, “Considerations” on page 206 at the end of the discussion of advanced
virtual Ethernet topics.

2.9 Virtual SCSI introduction

Virtual I/O pertains to a virtualized implementation of the SCSI protocol. Virtual
SCSI requires POWERS hardware with the Advanced POWER Virtualization
feature activated. It provides virtual SCSI support for AIX 5L Version 5.3 and
Linux (refer to 1.1.8, “Multiple operating system support” on page 4).

The driving forces behind virtual 1/O are:

» The advanced technological capabilities of today’s hardware and operating
systems, such as POWERS5 and IBM AIX 5L Version 5.3.
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» The value proposition enabling on demand computing and server
consolidation. Virtual I/O also provides a more economic 1/0O model by using
physical resources more efficiently through sharing.

At the time of writing, the virtualization features of the IBM System p platform
support up to 254 partitions, while the server hardware provides up to 240 1/O
slots and 192 internal SCSI disks per machine. With each partition typically
requiring one I/O slot for disk attachment and another one for network
attachment, this puts a constraint on the number of partitions. To overcome these
physical requirements, 1/0 resources have to be shared. Virtual SCSI provides
the means to do this for SCSI storage devices.

IBM supports up to ten Virtual I/O Servers within a single CEC managed by an
HMC. Though architecturally up to 254 LPARS are supported, more than ten
Virtual I/0 Server LPARs within a single CEC have not been tested and therefore
are not recommended.

Note: You will see different terms in this redbook that refer to the various
components involved with virtual SCSI. Depending on the context, these
terms may vary. With SCSI, usually the terms initiator and target are used, so
you may see terms such as virtual SCSI initiator and virtual SCSI target. On
the HMC, the terms virtual SCSI server adapter and virtual SCSI client
adapter are used. Basically, they refer to the same thing. When describing the
client/server relationship between the partitions involved in virtual SCSI, the
terms hosting partition (meaning the Virtual I/O Server) and hosted partition
(meaning the client partition) are used.

2.9.1 Partition access to virtual SCSI devices

The following sections describe the virtual SCSI architecture and the protocols
used.

Virtual SCSI client and server architecture overview

Virtual SCSl is based on a client/server relationship. The Virtual I/O Server owns
the physical resources and acts as server or, in SCSI terms, target device. The
logical partitions access the virtual SCSI resources provided by the Virtual I/O
Server as clients.

The virtual I/0 adapters are configured using an HMC or through Integrated
Virtualization Manager on smaller systems. The provisioning of virtual disk
resources is provided by the Virtual 1/0 Server.

Often the Virtual I/O Server is also referred to as a hosting partition and the client
partitions as hosted partitions.
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Physical disks owned by the Virtual I/O Server can either be exported and
assigned to a client partition whole, or can be partitioned into several logical
volumes. The logical volumes can then be assigned to different partitions.
Therefore, virtual SCSI enables sharing of adapters as well as disk devices.

To make a physical or a logical volume available to a client partition, it is assigned
to a virtual SCSI server adapter in the Virtual I/O Server. The virtual SCSI
adapter is represented by a vhost device as follows:

vhost0 Available Virtual SCSI Server Adapter

The disk or logical volume being virtualized is represented by the standard AIX
5L device type of hdisk or logical volume type.

Note: A physical SCSI disk or LUN is assigned to a VSCSI adapter in the
same procedure as a logical volume. A single VSCSI adapter can have
multiple physical disks or LUNs assigned to it, creating multiple VSCSI target
devices.

The client partition accesses its assigned disks through a virtual SCSI client
adapter. The virtual SCSI client adapter sees standard SCSI devices and LUNs
through this virtual adapter. The commands in the following example show how
the disks appear on an AIX 5L client partition:

# 1sdev -Cc disk -s vscsi
hdisk2 Available Virtual SCSI Disk Drive

# 1scfg -vpl hdisk2
hdisk2 111.520.10DDEDC-V3-C5-T1-L810000000000 Virtual SCSI Disk Drive

The vhost SCSI adapter is the same as a normal SCSI adapter, because you can
have multiple disks available from it. However, this vhost adapter can only be
mapped to one virtual SCSI client adapter; any disks associated with that vhost
adapter will only be visible to the client partition that has a VSCSI client adapter
associated with the vhost adapter.

The mapping of VIOS virtual SCSI adapters to virtual SCSI client adapters is
performed on the HMC. See 3.4, “Basic Virtual I/O Server scenario” on page 146
for more details.

Figure 2-21 on page 92 shows an example where one physical disk is partitioned
into two logical volumes inside the Virtual I/O Server. Each of the two client
partitions is assigned one logical volume, which it accesses through a virtual I/O
adapter (VSCSI Client Adapter). Inside the partition, the disk is seen as a normal
hdisk.
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Figure 2-21 Virtual SCSI architecture overview

SCSI Remote Direct Memory Access

The SCSI family of standards provides many different transport protocols that
define the rules for exchanging information between SCSI initiators and targets.
Virtual SCSI uses the SCSI RDMA Protocol (SRP), which defines the rules for
exchanging SCSI information in an environment where the SCSI initiators and
targets have the ability to directly transfer information between their respective
address spaces.

SCSI requests and responses are sent using the virtual SCSI adapters that
communicate through the POWER Hypervisor.

The actual data transfer, however, is done directly between a data buffer in the
client partition and the physical adapter in the Virtual /0O Server by using the
Logical Remote Direct Memory Access (LRDMA) protocol.

Figure 2-22 on page 93 demonstrates data transfer using LRDMA. The VSCSI
initiator of the client partition uses the Hypervisor to request data access from the
VSCSI target device.

The Virtual /0 Server then determines which physical adapter this data is to be
transferred from and sends its address to the Hypervisor. The Hypervisor maps
